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APPENDIX 2.1.A. SSMPLE RANDOM SAMPLING

A procedure for selecting n units out of the N possible units so that all possible samples have an
egual chance of being selected

Process:
1. Number the units of the target population from 1to N
2. Randomly select n units of the target population
These n units comprise the simple random sample

Example

Objective: Determine the average dissolved oxygen concentration (over an annual period) in the
releases from aflood control project.

Target population: 365 days
Samplesize: 52
Simple random sample: Select 52 random numbers between 1 and 365

Random sampling assures the independence of the observations



STRATIFIED RANDOM SAMPLING

Consists of dividing the target population into a distinct set of subpopulations, followed by
taking a simple random sample from each subpopulation

The subpopulations are referred to as strata
Advantages over simple random sampling:
1. Useful to have data on subsets of the population

2. May produce an increase in precision



Three stepsto stratified sampling
1. Identify and weight the strata
2. Determine the total sample size, ng

3. Allocate the samples to the strata



Stratified Sampling Example
Objective: Calculate nutrient load contributed by the major tributary to aflood control project

Sampling Design: Divide the target population into two strata based on flow conditions.
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High flow period: Mar - May --- 92 days, 70% of the water load

Low flow period: Jan - Feb, Jun - Dec --- 273 days, 30% of the water load
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Sample Size
Assume a sample size of 52 was calculated
Allocation of samples
1. Equa
high flow - 26
low flow - 26
2. Proportional
a. based on time
highflow (.252)(52) =13.1=>13
low flow (.748)(52) = 38.9 => 39
b. based on water |oad
high flow (.70)(52) = 36.4=> 36
low flow (.30)(52) = 15.6 => 16

3. Optimal (using strata based on water load and assuming the high flow period is twice
as variable as the low flow period)

high flow 43

low flow 9
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SYSTEMATIC SAMPLING
Differs considerably from simple random and stratified random sampling
Sampling population is selected by taking n units at some predefined interval
Examples:
1. Sampling with respect to depth

2. Sampling with respect to time



Apparent advantages over simple random sampling

1. Development of the sampling program is simple and easy to execute

2. Probably more precise - view the systematic sample as a stratified design
Magjor disadvantage to systematic sampling

The observations that make up the systematic sample will, in most cases, lack
independence

The lack of independence makes it impossible to cal culate the sample variance and error
variance without bias
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1 Introduction

Background

The Sampling Design Software (SDS, Version 2.0) was developed as a
companion to the Instruction Report “ Sampling Design for Reservoir
Water Quality Investigations’ (Gaugush 1987). Four programs were de-
veloped to assist the user with problems with sampling design and its eval-
uation. The programs aid the decision-making process in sampling design
through the use of decison matrices (the DECMATRX program). Sampling
design evaluation is performed using variance component analysis (the
VARCOM program), error analysis (the ERROR program), and cluster
analysis (the CLUSTER program).

The purpose of this user’s manual and the SDS disk provided with it is
to assist the user in the implementation of these programs and is not in-
tended to provide instruction on the assumptions and calculation methods
of the statistical techniques used by these programs. The Bibliography
presents a number of sources for basic statistics, sampling design, and
more advanced statistical topics. The instruction report mentioned pre-
viously represents an introduction to the topic of sampling design. An in-
troduction to statistics from areservoir water quality perspective can be
found in “Statistical Methods for Reservoir Water Quality Investigations’
(Gaugush 1986).

Contents of the SDS Disk

A total of 39 files are provided on the SDS disk. The .EXE files are
the compiled program files for DECMATRX, VARCOM; ERROR, and
CLUSTER. These programs were developed and compiled using Turbo
Pascal 5.5 (Borland International, Copyright 1984, 1989). The program
files also have associated help files (files with an extension of .Hxx).
Three example data sets are provided for the programs VARCOM,
ERROR, and CLUSTER. These data sets are EG.VAR, EG.ERR, and

EG.CLS, respectively.
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Some files are required for al of the programs. The files with an exten-
sion of .BGI are graphics device drivers. Only one of these files will be
used for any particular application, but all are provided for maximum com-
patibility with the numerous graphics cards to be found in personal com-
puters (PC’s). The files with an extension of .CHR are graphics character
sets that are used in the introductory screens for each program. These
files are supplied with the Turbo Pascal 5.5 compiler (Borland Internation-
a, Copyright 1984, 1989).

The COLORS.DAT file is a short ASClI-format text file that is read by
al of the programs to set the screen colors. If, after running the

programs, you would like to change the screen colors, then simply edit
this file. Notes on color selection are included in the file.

A complete listing of the files on the SDS disk is provided below:

Decision Matrices files:
DECMATRX.EXE - program file

DECMATRX.HO1 - help files
DECMATRX.H02
DECMATRX.H03
DECMATRX.HO04
DECMATRX.HO05 /

Variance Component Analysis files:
VARCOM.EXE - program file
VARCOM.HOI - help files
VARCOM.H02
VARCOM.HO03
EG.VAR - example data file

Error Analysis files:

ERROR-EXE - program file
ERROR.HO1- help files
ERROR.H02

ERROR.H03

ERROR.H04

ERROR.HO05

EG.ERR - example data file
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Cluster Analysis files:
CLUSTER-EXE - program file

CLUSTER.HOO - hdp files
CLUSTER-HO 1
CLUSTER.HO02
CLUSTER.HO03
CLUSTER.HO04
CLUSTER.HO05
CLUSTER.HO06
CLUSTER.HO7
CLUSTER.HO8
CLUSTER.HO09

EG.CLS - example data file
Files used for all programs:

ATT.BGI - graphics drivers

CGA.BGI

EGAVGA.BGI

HERC.BGI

IBM85 14.BGI

PC3270.BGI

LITT.CHR - character sets

TRIP.CHR
COLORS.DAT - data file for setting screen colors

installation

The SDS software will run from a single 360K 5.25-in. floppy disk (the
software is supplied in this format), but performance will be improved
considerably by installing the software on a hard disk drive.

To install the software on a hard disk:

a. Create a subdirectory for the software

MD CASAMPLING
b. Copy al files from the SDS disk to the new directory

CD \SAMPLING
COPY A**
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(The above examples assume that your C: drive is a hard disk and that the
SDS disk isin drive A:)

Hardware Regquirements

The SDS software has been tested on a number of different PC con-
figurations. Testing has included 8088 (basic PC's), 80286 (AT types),
and 80386 machines. Numeric co-processors are not required, but will be
used if present. The CGA, EGA, VGA, and Hercules graphics drivers are

supported.

User Assistance

Please contact:

Robert H. Kennedy, CEWES-ES-A

U.S. Army Engineer Waterways Experiment Station
3909 Halls Ferry Road

Vicksburg, MS 39 180-6 199

Telephone: (601) 634-3659

if you need assistance with the operation of the SDS software.
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2 Decision Matrices

A decison matrix is an ad to the ‘determination of sample size for multi-
variable sampling programs and can be used for either smple random or
stratified random sampling designs. The decision matrix is simply a tabular
presentation that incorporates the factors necessary to determine sample
size: () an estimate of the mean, (b) an estimate of the variability,

-(c) desired precision, (d) the acceptable probability of error, and (€) the
costs associated with sampling. See Gaugush (1987) for a more complete
discussion of determining sample size and the use of decision matrices.

Program Execution

To run the Decision Matrices program, simply type “decmatrx” at the
DOS prompt. Be sure your default directory (i.e., the directory that you
are in when you enter the above command) contains al of the files on the

Sampling Design Software disk.

After the above command is entered, the program will prompt you for
al of the necessary inputs. Program flow is as follows:

a. Introductory screen.

b. Prompt for output route - output may be routed to either the screen
only or to adisk file as well as the screen (if disk file output is
chosen, the program will prompt for a file name).

c. Data entry.

d. View output.

e. Repeat analysis with new data.

f. Exit program.

Chapter 2 Decision Matrices



A documented session presented below provides a more complete view
of the program flow. "

Data Entry

DECMATRX is an interactive program and allows you to enter data
during the execution of the program. Two data entry windows are used to
(a) specify the parameters to be used by the program, and (b) enter es-
timates of the central tendency (i.e., the mean) and dispersion (Le., the
variance) of the variables to be sampled.

In the first data entry window, six fields are highlighted for input. (In
the representations of the data entry windows shown below, highlighted
fields are indicated by underlining the field.) In the first field enter the
value (from 1 to 6) of the number of variables to be used in the decision
matrix. The remaining fields are for the error probabilities and the levels
of precision to be used in the analysis. Default values are provided for
these fields, but they can be changed by entering the desired value in the
respective field. Five possible values for the error probability are supported
and are redtricted to these vaues because of the method used to calculate the
t statistic in the program. Values for precision can fall anywhere within the
specified range of possible values. Generally, you will only need to specify
the number of variables because the default values for error probability and
precision provide a wide range of sample sizes. j

DECI SION  MATRI X

Nurmber of variables (maxinum of 6) : _

\
-
o
0N
<

Error Probabilities : .05 .10 .20

Default to .05 .10 .20

Possible values: .01 .05 .10 .20 .50

o

Level s of Precision .1

Default to .10 .20

.20

Range of possible values .01 TO .50

The arrow keys allow movement between the fields. The right and
down arrows move the cursor to the next field while the left and up ar-
rows move the cursor to the previous field. Typographical errors within a
field can be corrected by using the backspace key to delete the error and
then retyping the field. Errors can also be corrected after leaving the field
that contains the error, but in this case the entire field must be retyped. w
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The second data entry window consists of four fields for each of the n
variables specified in the first window. The example shown below as-
sumes that the analysis is to be performed on three variables. As shown, a
name, mean, coefficient of variation (C.V.), and cost must be specified for
each variable. As before, the arrow keys allow for movement between the
fields. Variable names can contain any characters (uppercase or lower-
case, numbers may also be used), but blank spaces are not allowed in vari-
able names. Decimal points are not required in the remaining fields but
should be used for clarity. Values for the C.V.’s are expressed as a decimal
fraction and not as a percentage. For example, the C.V. would be expressed
as 0.50, not as 50.0 percent, for a variable with a mean of 50.0 and a stand-

ard deviation of 25.0.

DECI SION  MATR X

VARl ABLE NAMVE MEAN c.v. UNIT COsT

Error Messages

As the data are entered into the program, DECMATRX checks for er-
rors. The program checks the fields for number of variables, error prob-
ability, and precision ‘for nonnumeric characters. If any are found,
DECMATRX will issue one of the following error messages:

INPUT ERROR: NUMBER OF VARI ABLES | NCORRECTLY ENTERED
I NPUT ERROR: ERROR PROBABILITY | NCORRECTLY ENTERED
I NPUT ERROR: PRECISION | NCORRECTLY ENTERED

The program also checks these same fields to determine if the values
entered are within the range of values supported by the program. If any
fall outside of the range of supported values, the program will issue one of

the following messages:

I NPUT ERROR: NUMBER OF VARIABLES IS OQUT OF RANGE
INPUT ERROR: ERROR PROBABILITY IS OUT OF RANGE
INPUT ERROR: LEVEL OF PRECISION IS OQUT OF RANGE
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The second data entry window is also checked for errors. If a C.V. is less
than or equal to zero, DECMATRX reports:

INPUT ERROR C. V. <=0

If asampling cost is entered as a negative number, then the program is-
sues the following error message:

I NPUT ERROR: COST < 0

If any nonnumeric characters are entered for any of the means, C.V.’s,
or costs, then one of the following messages will be displayed:

I NPUT ERRCR. MEAN. INCORRECTLY ENTERED
INPUT ERROR: C. V. | NCORRECTLY ENTERED
INPUT ERROR: COST | NCORRECTLY ENTERED

Pressing any key after. an error message has been reported will return
the program to the data entry screen with the error.  Correct the error and
continue.

Documented Session

{

This example session with DECMATRX uses the following data:

Variable ean C.V. Cost
TP 95. 0.56 25.0
TN 1614. 0.28 25.0
CHLA 35. 0.52 25.0

The object of the analysis is to determine sample sizes and costs as-
sociated with sampling these three variables over an annual period.
Sample sizes and costs for each variable are presented with respect to
error probability and precision. The results of the analysis can be used to
develop a sampling design within both statistical and financial constraints.
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Entering the command “DECMATRX” at the DOS prompt begins the
program.

Decision Matrices
Sampling Design Software — Version 2.0

Developed by
Dr. Robert F. Gaugush
‘Environmental Laboratory
USAE Waterways Experiment Station

(Press any key to continue.. .?

Created using Turbo Pascal, Copuright Borland international 1984, 1989

After pressing any key, the program prompts for the output route.

Select output route

1) Screen only
2y Disk file

Enter value to Continue...
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Press F1 for help.

Select output route

1) screen only
2) Disk file

Enter value to continue...
Fl - Help

ez Help -~ Output routing

Output from the Decision Matrices program can be routed to a disk
file as well as to the screen. If you select to output to a disk
file, you will be prompted for a file name (paths can be included).

F2 - CONCinue e

Sel ect output route

1) screen ONnly
2) Disk file

Enter value to continue...
F1 - Help
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Select 2 (disk file output). DECMATRX then prompts for the output file
name. Use MATRIX.OUT for this session.

Input disk file name: matrix.out

DECMATRX then displays the first data entry window. (Underlined
fields represent fields that will be highlighted on the PC screen).

DECISION  MATRI X
Nurmber of variables (maxinmum of 6): _

Error Probabilities : i s 22051020
Default to .05 .10 .20

Possible values: .01 .05 .10 .20 .50

Level s of Precision .1 .20

Default to .10 .2

Range of possible values .01 TO
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Press F1 for help.

===== Hel p - Data input

DECI SION  MATRI X

Default to .05 .10 .20

Enter data in each of the high-lighted fields. Default
for the error probabilities and the |evels of
values are satisfactory then you only need to enter
nunber of variables.

To nove between fields: left or up arrow - previ?ysI field
ie

right or down arrow - next

F2 - Con

1 - Help

F2 - Continu

precision. |f these
a value for the:

val ues exist:

tinue s

Rk

Press F2 to continue and clear the help window. Enter a “3” in the field
for the number of variables.

Press F2 to continue and the program displays the second data entry window.

/

VARl ABLE

DECI SION  MATRI X

MEAN
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Press FI for help.

DECI SION  MATRI X

VARl ABLE NAME MEAN
1

CV. UNT COsT

2

~=rr= He|l p - Data input
Enter data in each of the high-lighted fields.
sanpling costs are usually analytical costs per

left or up arrow
right or down arrow

To nove between fields:

coefficient of wvariation, and sanmpling cost for each variable. The

nor an issue, sinply enter a 1 for the cost for each variable.

Provide a_ name, mean,
sanple. If costs are
- previous field
- next field

E2 - Conti nue ==————=

xooe—me=F'] - Hel

peo=—=e===F2 - Continu

28 * PR e L2

Press F2 to continue and clear the help window. DECMATRX returns to
he screen shown below.

the data entry window. Enter data to produce t

DEC SION  MATRI X

VAR ABLE NAME MEAN c.v. UNIT QosT
1 TP 95. 0.56 25.
2 N 1614. 0.28 25.
3 CHLA 35. 0.52 25.

Chapter 2 Decision Matrices
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When data entry is completed, press F2 to continue. The program displays
sample sizes with respect to variable, error probability, and precision. “)

PRECI SI ON: 0.10 0.20
~ ERROR 0.05 0.10 0.20 0.05 0.10 0.20
VARl ABLE
TP 123 87 53 33 23 14
TN 33 23 14 10 7 4
CHLA 106 75 46 28 20 12

Press F1 for help.

SAMPLE S| ZE
/
PRECI SI ON: 0.10 0.20 ‘
ERROR: 0.05 0.10 0.20 0. 05 0.10 0.20
VARl ABLE
T? 123 87 53 33 23 14
TN 33 23 14 10 7 4
CHLA 106 75 46 28 20 12

=== Help - Sanple sizes

Sample Sizes are provided for each combination of variable, error
probability, and precision.

F2 = Continue secrmce——

3

14
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Press F2 to continue and clear the help window. Press F3 to see the costs
window.

COST
PRECI SI ON: 0.10 0.20
ERROR: 0.05 0.10 0.20 0.05 0.10 0.20
VARI ABLE
TP 3075 2175 1325 825 575 350
TN 825 575 350 250 175 100
CHLA 2650 1875 1150 700 500 300

Press F1 for help.

PRECI SI ON: 0.10 .20
ERROR: 0.05 0.10 0.20 0.05 0.1¢ 0.2C
VARIAELE
TP 3075 2175 1325 825 575 350
TN 825 575 350 250 172 100
CHLA 2650 1875 1150 700 500 300

— Help - Sanpling costs

I . oo .
Sarrgl i n?. costs are provided for each conbination of variable, error
probabili

ty, and precision.

F 2 - ContiNue =i
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Press F2 to continue and clear the help window. ‘Any time after data entry,
F3 alows switching between the sample size and cost windows. Press F3
to return to the sample size window.

¥ 38 St R R o ST 2T R

SAWLE SIZE
PRECI SI ON: 0.10 0.20
ERROR: 0.05 0.10 0.20 0.05 0.10 0.20 -
VARl ABLE
TP 123 87 53 33 23 14
TN 33 23 14 10 7 4
CHLA 106 75 46 28 20 12

e R M W AT

F2 - Exit F3 = Costs

Repeat program with new data? (Y or N) )

At this point, you can either repeat the program with new data or exit the
program. Respond with “N” to end the documented session.

3

16
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Example Output File

DECI SION  MATRI X
INPUT  DATA

ERRCR PRCBABILITIES : 0.10 0.20

LEVELS OF PRECISION : 0.05 0.10 0.20
VARl ABLE MEAN c.v. UN'T COsT
TP 9.500E+01 5.600E-01 2.500E+01
N 1.614E+03 2.800E-01 2.500E+01
CHLA 3.500E+01 5.200E-01 2.500E+01
SAWPLE SI ZE
PRECI SI ON: 0.10 0.20
ERROR: 0. 05 0.10 0.20 0.05 0.10 0.20
VARl ABLE
TP 123 87 53 33 23 14
TN 33 23 14 10 1 4
CHLA ' 106 75 46 28 20 12
CosT
PRECI SI ON: 0.10 0.20
ERROR: 0.05 0.10 8 0.20 0. 05 0.10 0.20
VARl ABLE
TP 3075 2175 1325 825 575 350
TN 825 575 350 250 175 100
CHLA 2650 1875 1150 700 500 300
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3 Vari'ance Component
Analysis

Variance component analysis is a technique for quantifying the sources
of variability in the data resulting from a given sampling design. The
analysis results in the determination of each design component’s contribu-
tion to the overall variance. Based on these results, sampling effort allo-
cated to a given component of the design could be reduced or eliminated.
See Winer (1971) for a comprehensive treatment of variance component
analysis.

Data Set Preparation

The VARCOM program requires that input data sets be prepared prior
to its use (i.e., data input during the program is not available). Data sets
can be prepared with most text editors and word processing software. The
data sets may contain only ASCII characters and none of the special char-
acters used by most word processors for formatting. If you use a word
processor to generate your data sets, be sure to save the files in DOS or
ASCII format.

Data in VARCOM input files are organized into four groups:
Group 1 - title
Group 2 - problem size identifiers

Group 3 - factor and level information
Group 4 - data records
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An example data set, EG.VAR, is provided on the SDS distribution dis-
kette and is shown below:

EAU GALLE - CHLOROPHYLL - MAY 1981 Data Group 1
3 24 Data Group 2
STATION 3
10
20
30
DAY 2
5 b— Data Group 3
19
DEPTH 4
0
1
2
3
10 5 0 66.92
10 5 1 69.89
10 5 2 69.97
10 5 3 68.51
10 19 0 4.77
10 19 1 6.23
10 19 2 4.38
10 19 3 3.88
20 5 0 46.13
20 5 1 39.85
20 5 2 44.17
20 5 3 46.45 p—— Data Group 4
20 19 0 3.37
20 19 1 3.38
20 19 2 6.11
20 19 3 4.71
30 5 0 57.28
30 5 1 48.00
30 5 2 59.71
30 5 3 58.39
30 19 0 3.50
30 19 1 3.70 I}
30 15 2 8.64
30 19 3 6.47

Data Group 1 consists of a single line specifying a title for the data set
(maximum of 60 characters). Data Group 2 is a single line with two
items. The first is the number of factors in the data set (VARCOM allows
a maximum of three factors), and the second indicates the number of ob-
servations in Data Group 4. Data Group 3 names the factors, specifies the
number of levels for each factor, and provides the name for each of the
levels. A maximum of 100 levels is supported by VARCOM. In the example
data set, three factors are specified in Data Group 2. The three factors used
in the example data set are STATION, DAY, and DEPTH. STATION has
three levels (10, 20, and 30) which means that three stations were sampled.
DAY has two levels (samples were taken on the Sth and the 19th of May).
Depth has four levels (samples were taken at 1-m intervals from the sur-
face to 3 m). Data Group 4 lists the value of the variable to be analyzed
(chlorophyll a in the example data set) for each combination of the fac-
tors. For example, at station 10 on the 5th of May at a depth of 1 m, the
chlorophyll @ concentration was 69.89 pg/l (second line of Data Group 4).

VARCOM requires that the data in Data Groups 3 and 4 be placed in
specific columns. A portion of Data Group 3 with column identifiers is

shown below.

Chapter 3 Variance Component Analysis
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1 2 3

123456789012345678901234567890 ~———— Column numbers
STATION 3 Number of levels
) 10 —
| 20 }— Level names
30 —

—— Factor name

A factor name can have a maximum of 20 characters and must begin in
column 1 (i.e., factor names must be left-justified). Separate the factor
name and the number of its levels by one blank space. Therefore, the
value for the number of levels should begin in column 22 or greater. A
level name (in the following row) can have a maximum of 15 characters
and must end in column 15 (i.e., all level names must be right-justified).
A portion of Data Group 4 with column identifiers is shown below.

1 2 3 4 5 6
1234567890123456789012345678901234567890123456768901234567890 Column numbers
10 5 0 66.92
10 5 1 69.89
10 5 2 69.97 b— Variable data (chlorophyll a)
10 5 3 68.51 ~—
| | ,
| L— Level 3 names (depths)
L Level 2 names (dates)

|
|
L— Level 1 names (stations)

Level 1 names must end in column 15, level 2 names end in column 30,
and level 3 names end in column 45. At least one blank column must
separate the last level name from the variable data.
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A data set for a two factor variance component analysis would appear
as follows:

EAU GALLE - CHLOROPHYLL -~ MAY 1981
2 24

STATION 3
10
20
30
DAY 2

5
19
10 S 66.82
10 5 69.89
10 5 69.97
10 5 68.51
10 139 4.77
10 19 6.23
10 19 4.38
10 19 3.88
20 5 46.13
20 S 39.85
20 5 44.17
20 S 46.45
20 19 3.37
20 19 3.38
20 19 6.11
20 19 4.71
30 5 57.28
30 5 48.00
30 5 59.71
30 5 58.39
30 19 3.50
30 19 3.70
30 19 8.64
30 19 6.47

Note that multiple observations for combinations of levels are allowed.
In the above data set, there are four observations for each combination df
station and day. It also important to note that the order of lines in Data
Group 4 is not important. The above data set could be just as correctly
specified as:

EAU GALLE - CHLOROPHYLL - MAY 1981

2 24

STATION 3
10
20
30

DAY 2

S

19
10 S 66.92
10 5 69.89
10 S 69.97
10 5 68.51
20 5 46.13
20 5 39.85
20 5 44.17
20 5 46.45
30 5 57.28
30 5 48.00
30 5 59.71
30 5 58.39
10 19 4.77
10 18 6.23
10 19 4.38
10 19 3.88
20 15 3.37
20 19 3.38
20 i8 6.11
20 19 4.71
30 19 3.50
20 19 3.70
30 18 8.64
30 19 6.47
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As long as the level names and the variable data on each line are placed
in the proper position, then the lines of Data Group 4 can be arranged in
any convenient order. A one factor data set would appear as follows:

EAU GALLE - CHLOROPHYLL - MAY 1981

1 24
DAY 2
S
19
5 66.92
5 69.89°
S 69.97
S 68.51
18 4.77
19 6.23
18 4.38
19 3.88
5 46.13
5 39.85
5 44.17
5 46.45
19 3.37
15 3.38
19 6.11
19 4.71
5 57.28
5 48.00
5 59.71
E] 58.39
18 3.50
19 3.70
19 8.64
13 6.47

Suggestion: use an extension of .VAR for VARCOM data files. This will
distinguish them from other data files. p

Program Execution

To run the Variance Component Analysis program, simply type “var-
com” at the DOS prompt. Be sure your default directory (i.e., the direc-
tory that you are in when you enter the above command) contains all of
the files on the Sampling Design Software disk.

After the above command is entered, the program will prompt you for
all of the necessary inputs. Program flow is as follows:

a. Introductory screen.

b. Prompr for output route - output may be routed to either the screen
only or to a disk file as well as the screen (if disk file output is
chosen, the program will prompt for a file name).

c. Prompt for input file name.

d. View output.

e. Repeat analysis with new data.
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f. Exit program.

A documented session presented below provides a more complete view
of the program flow.

Error Messages

After prompting for the input and output file names, VARCOM per-
forms an error check on the input data set. If the data set specifies more
than three factors for the analysis, the program reports:

ERROR: NUMBER OF FACTORS EXCEEDS MAX. FACTORS

If the number of levels for any of the factors exceeds 100, the following
error message is reported:

ERROR: NUMBER OF LEVELS FOR FACTOR i
EXCEEDS THE MAX. NUMBER OF LEVELS

If the number of observations is greater than 3,500, VARCOM reports:

ERROR: NUMBER OF OBSERVATIONS EXCEEDS MAXTIMUM

If, for any factor, the number of level names does not agree with the
names listed, the program provides the following error message:

ERROR: LEVEL ID NOT FOUND

VARCOM terminates after reporting any of the above error messages.
Edit the input data file and run the program again.

Documented Session

This example session with VARCOM uses the EG.VAR data set
provided on the SDS distribution diskette. These data were derived from
studies conducted on Eau Galle Reservoir in west-central Wisconsin. The
data set has three factors: STATION, DAY, and DEPTH. STATION has
three levels (stations 10, 20, and 30), DAY has two levels (the 5th and
19th of May), and DEPTH has four levels (depths of 0, 1, 2, and 3 m).

The object of the analysis is to determine the distribution of the
variance in chlorophyll a among the three factors. If all of the factors ac-
count for a significant fraction of the variance in chlorophyll a, then the
sampling design is efficient. If, on the other hand, one or two of the fac-
tors account for most of the variance, then the sampling effort could be

Chapter 3 Variance Component Analysis
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reduced. The sampling design could be modified to include only those fac-
tors that explain the majority of the variance.

Entering the command “VARCOM?” at the DOS prompt begins the
program.

Variance Component Analysis
Sampling Design Software — Version 2.0

Developed by
Dr. Robert F. Gaugush
Environmental Laboratory
USAE Waterways Experiment Station

(Press any key to continue...)

Created using Turbo Dé:cal, Copyright Borland International 1984, 1988

: : -
After pressing any key, the program prompts for the output route.

Select output route

1) Screen only
2) Disk file

Enter value to continue...
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Press F1 for help.

Select output route

1) Screen only
2) Disk file

Enter value to continue...

Fl1 - Help

emmmc Help - Output routing

Output from the Variance Component Analysis program can be routed

to a disk file as well as to the screen. If you select to output

to a disk file, you will be prompted for a file name (paths can be
included).

F2 - Continue s——=———

Press F2 to continue and clear the help window.

Select output route

1)} Screen only
2) Disk file

Enter value to continue...
Fl - Help

Chapter 3 Vanance Component Analysis
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Select 2 (disk file output). VARCOM then prompts for the output file
name. Use EG.OUT for this session.

Disk file name for output: eg.out

The program then prompts for the input file name. Use EG.VAR for this
session.

Input data file name? eg.var

——wsc= Help -~ Input data file

Provide the name of your input data file (previously prepared).
Patns can be included in the file specification.

Chapter 3 Variance Component Analysis



VARIANCE COMPONENT ANALYSIS

EAU GALLE - CHLOROPHYLL - MAY 1981

SOURCE SS MS

STATION 6.30E+02 3.15E+02
DAY 1.58E+04 1.58E+04
DEPTH 4.52E+01 1.51E+401
ERROR 6.91E+02 4.07E4+01
CORRECTED TOTAL 1.72E+04

VARIANCE COMPONENT ESTIMATE PERCENT TOTAL

VAR (STATION 3.43E+01 2.47
VAR (DAY 1.31E+03 94.90
VAR (DEPTHE -4.27E+00 < .01
VAR (ERROR) 4.07E+01 2.94

VARIANCE COMPONENT ANALYSIS
EAU GALLE - CHLOROPHYLL - MAY 1981

SOURCE DF S5 MS

STATION 2 6.30E+02 3.15E+02
u==mm-Vummewmmutmﬂﬁm

Output is divided into two sections. The upper section of the
window provides the output of an n-way analysis of variance.

The "Source™ column lists the sources of variability within the data
set. The “DF" column provides the degrees of freedom for each of the
sources. The sum of squares and the mean square error are given in
the ®SS"™ and "MS" columns, respectively. The lower section of the
output lists the variance component estimates and the relative
contribution of each source to the overall variance.

F2 - Continue me—mmem——=roa
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Press F2 to continue and clear the help window.

VARIANCE COMPONENT ANALYSIS
EAU GALLE - CHLOROPHYLL - MAY 1981

SOURCE 8s Ms

STATION 6.30E+02 3.15E+02
DAY 1.58E+04 1.58E+04
DEPTH 4.52E+01 1.51E+01
ERROR 6.91E+02 4.07E+01

CORRECTED TOTAL 1.72E+404

VARIANCE COMPONENT ESTIMATE PERCENT TOTAL

VAR(STATION 3.43E+01 2.47
VAR (DAY 1.31E+03 94.90

VAR (DEPTH -4.27E+00 < .01
VAR (ERROR) 4.07E+01 2.94

The variance component analysis indicates that most of the variance (al-
most 95 percent) is explained by sampling date (the DAY factor). For this
data set, sampling stations and dates account for less than 3 percent of the
total variance. Press F2 to exit.

Repeat program with new data? (Y or N) N

After finishing the analysis, you can repeat the program with a new
data set or exit the program.

Chapter 3 Variance Component Analysis



Example Output File

VARIANCE COMPONENT ANALYSIS

EAU GALLE - CHLOROPHYLL - MAY 1981 Title
SOURCE DF 55 MS
N STATION 2 6.30E+02 3.15E+02
DAY 1 1.58E+04 1.58E+04 }— N-way analysis of variance
DEPTH 3 4.52E+01 1.51E+01
ERROR 17 6.91E+02 4.07E+01
CORRECTED TOTAL 23 1.72E+04
VARIANCE COMPONENT ESTIMATE PERCENT TOTAL
VAR (STATION ) 3.43B+01 2.47
VAR (DAY ) 1.31E+03 94.90 }— Variance component estimates
VAR (DEPTH ) ~4.27E+00 < .01 l
VAR (ERROR) 4.07E+01 2.94
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4 Error Analysis

Error analysis is a statistical technique that can be used to improve an
existing sampling design that uses the observed distribution of variance to
redefine the sampling design. The results of the error analysis are used to
redistribute samples to the existing strata to produce the minimum
variance about the mean. The technique can be applied to the data of a
stratified sampling design or to the data from a simple random or a sys-
tematic sample that has been subjected to poststratification (i.e., defining
strata a posteriori). See Gaugush (1987) for a more detailed description
of stratified sampling and the use of error analysis.

Data Set Preparation

The ERROR program requires that input data sets be prepared prior to
its use (i.e., data input during the program is not available). Data sets can
be prepared with most text editors and word processing software. The
data sets may contain only ASCII characters and none of the special char-
acters used by most word processors for formatting. If you use a word
processor to generate your data sets. be sure to save the files in DOS or

ASCII format.
Data in ERROR input files are organized into four groups:
Group 1 - title
Group 2 - problem size identifier

Group 3 - strata weights
Group 4 - data records
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An example data set, EG.ERR, is provided on the SDS distribution
diskette and is shown below:

EAU GALLE - 1981 - STATION 20 Data Group 1
Data Group 2

L1677 ——
.334 F Data Group 3

i
.167
332 —————J
.874BE+01 ———
.6735E+02
.2722E+01
.3925E+00
.8933E+00
.7610E+01
.9570E+01
.7273E+01
.2378E+01
.0602E+01
.5306E+01 : R
.5534E+01 } Data Group 4

.2158E+01
.1465E+01
.4320E+01
.0684E+01
.1248E+01
.3363E+01
.B8966E+01
.0322E+01
.8420E+00
.5075E+00
.2300E+00
.8575E401
.5618E+01 ——

MBS SDELAEDWWWWN NDNNDNONNONNNDRNONNNDNR R AW N oo

NMNMOWRNEPEHHEWLBNWL S LN N UL LD

Data Group 1 consists of a single line for the title of the data set (maxi-
mum of 60 characters). Data Group 2 also is a single line that specifies
the number of strata in the data set. The ERROR program supports a maxi-
mum of 25 strata. Data Group 3 specifies the strata numbers and weights.
The strata numbers must be in numerical order and start with 1. The
strata weights must sum to 1.00. At least one blank space must separate
the stratum number and stratum weight in Data Group 3. Data Group 4
lists the observations of the sample data set consisting of the stratum num-
ber and the value of the variable (separated by at least one blank space).
(Note: Although the example data set uses the computer representation of
scientific notation (i.e., 2.5618E+01 is the computer form of 2.5618 x 10! )
for the data values, this is not required. These numbers could have been
entered in a more typical decimal notation.)

Suggeétion: use an extension of .ERR for ERROR data files. This will
distinguish them from other data files.

Program Execution

To run the Error Analysis program, simply type “error” at the DOS
prompt. Be sure your default directory (i.e., the directory that you are in
when you enter the above command) contains all of the files provided on

the Sampling Design Software disk.
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After the above command is entered, the program will prompt you for
all of the necessary inputs. Program flow is as follows:

a. Introductory screen.

b. Prompt for output route - output may be routed to either the screen
only or to a disk file as well as the screen (if disk file output is
selected, the program will prompt for a disk file name).

c. Prompt for input file name.

d. View output.

e. Repeat analysis with new data.
f. Exit program.

A documented session presented below provides a more complete view
of program flow.

Error Messages

After prompting for the input and output file names, ERROR bperforms
an error check on the input data set. If the data set specifies more than
25 strata for the analysis, the program reports:

ERROR : NUMBER OF STRATA EXCEEDS MAXIMUM
If the strata weights do not sum to 1.00, the following error message is
reported:

ERROR : WEIGHTS DO NOT SUM TO 1.00

ERROR reports the following message if any of the strata have less
than three observations:

ERROR : LESS THAN 3 SAMPLES IN STRATUM i

Documented Session

This example execution of ERROR uses the EG.ERR data set provided
on the SDS distribution diskette. These data were derived from studies
conducted on Eau Galle Reservoir in west-central Wisconsin. Composite
epilimnetic samples for chlorophyll @ were taken at approximately 2-week
intervals at Station 20 (a station located at the deepest part of the lake).
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The data were stratified a posteriori into four strata: spring, summer, fall,
and winter. The strata were defined as follows: “1” for spring - April and
May (61 days), “2” for summer - June, July, August, and September (122
days), “3” for fall - October and November (61 days), and “4” for winter -
December, January, and February (121 days). Strata weights were calcu-
lated by dividing the number of days in the stratum by 365.

The object of the analysis is to determine if the sampling design can be
improved through the use of a stratified design using an optimal allocation
of samples to the strata. Error analysis calculates the error variance as-
sociated with existing distribution of samples and determines an optimal
distribution based on the observed variance among strata. If the existing
and the optimal distribution of samples are considerably different, the sam-
pling design can be improved by adopting the optimal distribution.

Entering the command “ERROR” at the DOS prompt begins the program.

Error Analysis
Sampling Design Software — Version 2.0

, Developed by
Dr. Robert F. Gaugush
Environmental Iaboratory

USAE Waterways Experiment Station

(Press any key to continue...)

Created using Turbo Pascal, Copyright Borland International 1984, 1988
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After pressing any key, the program prompts for the output

route.

Select output route

1) Screen only
2) Disk file

Enter value to continue...

Press F1 for help.

Select output route

1) Screen only
2) Disk file

Enter value to continue...
Fl1 - Help

Help - Output routing

Output from the Error Analysis program can be routed to a disk
file as well as to the screen. If you select to output to a disk
file, you will be prompted for a file name (paths can be included).

F2 - Continue

Chapter 4 Error Analysis



- Press F2 to continue and clear the help window.

Select output route

1) Screen only
2) Dbisk file

Enter value to continue...

Select 2 (disk file output). ERROR then prompts for the output file name.
Use EG.OUT for this session.

Disk file name for output: eg.out

Chapter 4 Error Analysis

35



36

The program then prompts for the input file name. Use EG.ERR for this

session.

Input data file name? eg.err

Help - Input data file

Provide the name of your input data file (previously prepared).
Paths can be included in the file specification.

ERROR then displays the statistics for the stratified sample.

EAU GALLE - 1981 - STATION 20

STRATIFIED SAMPLE STATISTICS

MEAN 3.62E+01
VARIANCE 1.85E+02
ERROR VARIANCE 3.97E+401

Fl-Help - F2-Sample Stat F3-Strata Stat F4-Analysis F5-Exit

LR

3 I
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sample.

Press F1 for help.

EAU GALLE - 1981 - STATION 20

STRATIFIED SAMPLE STATISTICS

MEAN "3.62E+01
VARIANCE 1.85E+402
ERROR VARIANCE 3.97E+01

== Help - Stratified sample statistics

Statistics (mean, variance, and error variance) for the stratified

F2 - Continue s

EAU GALLE ~ 1981 - STATION 20

STRATIFIED SAMPLE STATISTICS

MEAN 3.62E+401
VARIANCE 1.85E+02
ERROR VARIANCE 3.97E+401

F2-Sample

AR
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Press F3 to see the strata statistics.

EAU GALLE - 1981 - STATION 20

STRATA STATISTICS
STRATUM MEAN

7.33E+01—
4.18E+01
3.19E+01
1.39E+01

Press F1 for help.

EAU GALLE - 1981 - STATION 20

STRATA STATISTICS
STRATUM MEAN

7.33E+01
4.18E+01
3.18E+01
1.39E+01

VARIANCE

4.85E+03
3.42E+02
4.51E+01
9.34E+01

VARIANCE

4.85E+03
3.42E+02
4.51E+01
9.34E+01

ERROR VARIANCE

1.21E+03
3.80E+01
1.13E+01
1.17E+01

ERROR VARIANCE

1.21E+03
3.80E+01
1.13E+01
1.17E+01

=ca— Help - Strata statistics

for each of the sampled strata.

Statistics (number of samples, mean, variance, and error variance)

le Stat F3-Strata Stat

38

F4-Analysis

F2 = Continue e

FS5-Exit
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- Press F2 to continue and clear the help window. The screen returns to the
strata statistics. Press F4 to see the results of the error analysis.

EAU GALLE - 1981 = STATION 20

ERROR ANALYSIS

STRATUM % VARIANCE N

1 85.3 16.0
2 10.7 36.0
3 0.8 16.0
4

3.2 32.0
VARIANCE WITH EXISTING DESIGN 3.97E+01

VARIANCE WITH OPTIMAL DESIGN 1.96E+01

F2-Sample Stat F3-Strata Stat F4

A 333

Press F1 for help.

EAU GALLE - 1981 - STATION 20

ERROR ANALYSIS
STRATUM % VARIANCE &N % OPTIMUM

85.3 16.0 $2.5

Help - Error analysis

The %Variance column gives the relative contribution of each stratum
to the overall stratified sample variance. The %N column shows how
the samples were distributed among the strata. Using the observed
distribution of variance among strata (the $Variance column), error
analysis suggests an optimal distribution of samples among the
strata (the %Optimum column). The reported "Variance with optimal
design"™ is the error variance that would result if the optimal
design was adopted for future sampling (if conditions do not
dramatically change over time).

F2 - Continue mereemsmms

F3-Strata Stat F4-Analysis FS5-Exit
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Press F2 to continue and clear the help window.

EAU GALLE - 1981 - STATION 20

ERROR ANALYSIS

% VARIANCE $N
85.3 -— 16.0
10.7 36.0

0.8 16.0
3.2 32.0

VARIANCE WITH EXISTING DESIGN
VARIANCE WITH OPTIMAL DESIGN

% OPTIMUM
52.5
27.9

5.1
14.5

3.75E+01
1.93E+01

At any time during the program you can switch between the output win-
dows. Press F2 to return to the sample statistics screen.

EAU GALLE - 1981 - STATION 20

STRATIFIED SAMPLE STATISTICS

MEAN 3.62E+01
VARIANCE 1.85E+02
ERROR VARIANCE 3.97E+01
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Press F4 to return to the error analysis screen.

EAU GALLE - 1981 - STATION 20

ERROR ANALYSIS
% VARIANCE &N

85.3 16.0
10.7 36.0
0.8 16.0
3.2 32.0

VARIANCE WITH EXISTING DESIGN 3.97E+01

VARIANCE WITH OPTIMAL DESIGN 1.86E+401

The results of the error analysis indicate that the error variance could
be reduced to less than 50 percent (19.6/39.7 = 0.494) of its observed
value by using the optimal design. The optimal design consists of a
redistribution of samples to place more samples in highly variable strata
and less samples in strata with less variability. The spring stratum /
(stratum 1) accounts for over 85 percent of the observed variance (%
Variance column), but only 16 percent (% N column) of the samples were
allocated to this stratum. The optimal design would allocate just over 52
percent (% Optimum column) of the samples to this stratum. The winter
stratum (stratum 4) accounts for only 3 percent of the observed variance,
but 32 percent of the sampling effort was allocated to this stratum. The
optimal design suggests that only about 15 percent of the samples should
be dedicated to this stratum.
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41



42

Press F5 to exit.

Repeat program with new data? (Y or N)

At this'point you may choose to either run ERROR on another data set
or exit from the program.
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Example Output File

ERROR ANALYSIS

Title

EAU GALLE - 1981 - STATION 20

- STRATIFIED SAMPLE STATISTICS
MEAN 3.62E+01

ERROR VARIANCE 3.97E+01

STRATA STATISTICS

}—— Staristics for the entire stratified sample

VARIANCE 1.85E+02

STRATUM N MEAN VARIANCE
1 4 7.33E+01 4.85E+03
2 9 4.18BE+01 3.42E+02
3 4 3.19E+401 4.51E+01
4 8 1.39E+01 9.34E+01

ERROR ANALYSIS

STRATUM % VARIANCE %
1 85.2 16
2 10.7 36
3 0.8 16
4 3.2 32

VARIANCE WITH EXISTING DESIGN

VARIANCE WITH OPTIMAL DESIGN

Chapter 4 Error Analysis

ERROR VARIANCE

N $ OPTIMUM
.0 52.5
.0 27.8
.0 5.1
.0 14.5
3.97E+01
1.96E+01

1.21E+03

3.80E+01
1.13E+01
1.17E+01

}—— Statistics for each
of the strata

p—— Error analysis

4
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5 Cluster Analysis

Cluster analysis is a multivariate classification technique that may be
used to group or identify similar objects or entities. In a data analysis
situation (rather than a sampling design evaluation), cluster analysis may
be used to group a set of reservoirs according to their trophic state or by
the composition of their phytoplankton. The use of cluster analysis in a
typical data analysis mode can be found in Gaugush (1986). For the pur-
poses of sampling design evaluation, cluster analysis can be used to iden-
tify and possibly reduce redundancies in the sampling design. The use of
cluster analysis for this type of application is described more completely
in Gaugush (1987).

In the evaluation of a sampling design, cluster analysis can be used to
examine the quality of the information being provided by elements of the 1
sampling design. In cluster analysis these elements are referred to as “en-

tities” and may be sampling stations, dates, and/or the strata used in a

stratified sampling design. The analysis begins with each entity in its own

cluster and proceeds to join similar clusters until all of the entities are in a

single cluster. The object, when used to evaluate a sampling design, is to

determine if all of the elements of the design are providing independent in-

formation. For example, assume that data have been collected for twelve

stations in a reservoir and a cluster analysis of the data indicates that the

data fall into four clusters each represented by three stations. This im-

plies that some of the stations are redundant (they are supplying essential-

ly the same information). If the sampling program were to be continued

(as in a monitoring program), the results of the cluster analysis could be

used to reduce sampling effort. Sampling only 1 of the 3 stations from

each cluster would result in the use of 4 stations rather than 12.

The CLUSTER program can be used to identify redundancies in sam-
pling programs and suggest ways in which to reduce sampling effort in fu-
ture studies. CLUSTER uses one of three clustering methods (average
linkage, centroid, or Ward’s method) to cluster the data; outputs a tabular
“history” of the clustering; and produces a dendrogram of the clustering.
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Data Set Preparation

The Cluster Analysis program requires that input data sets be prepared
prior to its use (i.e., data input during the program is not available). Data
sets can be prepared with most text editors and word processing software.
The data sets may contain only ASCII characters and none of the special
characters used by most word processors for formatting. If you use a
word processor to generate your data sets, be sure to save the files in DOS
or ASCII format. ‘

Data in CLUSTER input files are organized into four groups:

Group 1 - title

Group 2 - problem size identifiers
Group 3 - entity names

Group 4 - data records

An example data set, EG.CLS, is provided on the SDS distribution dis-
"kette and is shown below:

EAU GALLE Data Group 1
53 Data Group 2
STAL0

STA20

STA30 i Data Group 3 /
STAS0

STA60

.069 1.507 44.129

.078 1.503 43.144

.068 1.473 41.155 }——————— Data Group 4
.068 1.427 33.800

.070 1.487 46.068

CLUSTER does not require strict positioning of data in specific columns,
but it does have two simple requirements: (a) each line must start in
column 1, and (b) multiple items on a single line must be separated by one
blank space. Data Group 1 consists of a single line specifying a title for
the data set (maximum of 60 characters). Data Group 2 is a single line
with two items. The first is the number of entities in the data set, and the
second indicates the number of variables to be used. The CLUSTER pro-
gram can handle a maximum of 50 entities with a maximum of 10 vari-
ables. Data Group 3 provides the names of the entities (one line for each
of the entities specified in Data Group 2). Each name can have a maxi-
mum of 20 characters. In the example data set, the entities are water
quality sampling stations in Eau Galle Reservoir. Data Group 4 lists the
data for the variables (one line for each entity and in the same order) to be
used in the cluster analysis. In the example data set, these variables are
total phosphorus, total nitrogen, and chlorophyll a concentrations (from
left to right).

Suggestion: use an extension of .CLS for CLUSTER data files. This will
distinguish them from other data files.
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Program Execution

To run the Cluster Analysis program, simply type “cluster” at the DOS

prompt. Be sure your default directory (i.e., the directory tha

t you are in

when you enter the above command) contains all of the files provxded on

the Sampling Design Software disk.

After the above command is entered, the program will prompt you for

all of the necessary inputs. Program flow is as follows:
a. Introductory screen.
b. Prompt for input file name.
c. Prompt for output file name.
d. Prompt for clustering method.

. View output.

Y

f. Exit program.

A documented session presented below provides a more complete view

of program flow.

Error Messages

!

After prompting for the input and output file names, CLUSTER per-
forms an error check on the input data set. If the data set specifies either
more than 50 entities or more than 10 variables in Data Group 2, CLUSTER

outputs the following:

ERROR IN INPUT FILE

EITHER NUMBER OF ENTITIES 50 OR
NUMBER OF VARIABLES 10

EDIT INPUT FILE AND BEGIN AGAIN

After displaying the error message the program terminates.
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CLUSTER also performs an error check on Data Group 4. If the stand-
ard deviation of any of the variables is zero, CLUSTER outputs the follow-

ing:

ERROR IN DATA

STANDARD DEVIATION FOR VARIABLE j IS ZERO
THTS MEANS THAT VARIABLE Jj IS THE SAME FOR
ALL ENTITIES AND WILL SERVE NO PURPOSE IN THE
CLUSTER ANALYSIS - DELETE THE VARIABLE FROM THE
INPUT‘FILE AND BEGIN AGAIN

As the error message states, a variable without variance (standard
deviation equal to zero) does not add information to the cluster analysis.
After displaying the error message, the program terminates.

Documented Session

This example execution of CLUSTER uses the EG.CLS data set
provided on the SDS distribution diskette. These data were derived from
studies conducted on Eau Galle Reservoir in west-central Wisconsin. THe
entities are five water quality stations within the reservoir. Stations 10
and 50 (STA 10 and STA50) are littoral stations located in two different
coves. Station 40 (STA40) is an inlet station. Station 30 (STA30) is lo-
cated over the old river channel, and Station 20 (STA20) is located over
the deepest portion of the pool. These stations were routinely sampled,
and the data in Group 4 of EG.CLS are station means for total phos-
phorus, total nitrogen, and chlorophyll a in the epilimnion (0 - 3 m) for
one growing season (April - September).

The object of the analysis is to determine if any of the stations are
redundant. If two or more stations are supplying the same information,
the possibility exists for reducing the number of stations. Reducing the
number of stations brings about the obvious reduction in costs without
reducing the information derived from the sampling program.

Chapter 5 Cluster Analysis
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Entering the command “CLUSTER?” at the DOS prompt begins the

program.

Cluster Analysis

Developed by
Dr. Robert F. Gaugush
Environmental Iaboratory
USAE Waterways Experiment Station

Sampling Design Software — Version 2.0

(Press any key to continue...>

Created using Turbo Pascal, Copyright Borland International 1984, 1888

After pressing any key, the program prompts for the input file name.

For this session enter EG.CLS.

Input data file name? eg.cls

Provide the file name of vour data file. Paths are accepted.
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CLUSTER then prompts for the output file name. Use EG.OUT for
this session.

Output data file name? eg.out

Provide a file name of your output data file. Paths are accepted.

At this point CLUSTER prompts for the method to be used in the clus-
ter analysis. Help windows are available by pressing F1, F2, F3, or F4.

CLUSTERING METHOD: AVERAGE LINKAGE (A)
CENTROID (C)
WARDS (W)

Enter choice of method...

Fl1 - General help
Specific help: F2 - Avg linkage F3 -~ Centroid F4 - Wards

Chapter 5 Cluster Analysis
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Press F1 and the following is displayed.

CLUSTERING METHOD: AVERAGE LINKAGE (A)
CENTROID (C)
WARDS (W)

pummmme= Help - Clustering methods

associated with the desired method.

Three methods (average linkage, centroid, and Wards) are available

to use to cluster the data. Select a method by entering the letter

F2 - Continue =—c—m—rme

Press F2 to continue, and the help window is removed.

CLUSTERING METHOD: AVERAGE LINKAGE (A)
CENTROID (C)
WARDS (W)

Enter choice of methed...

Fl1 - General help
Specific help: F2 - Avg linkage F3 - Centroid F4 - Wards
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CLUSTERING METHOD: AVERAGE LINKAGE (A)
CENTROID (C)
WARDS (W)

e Help - Clustering method: Average linkage

This clustering method has been found (along with Wards method) to
be one of the more robust approaches to clustering data. In average
linkage the distance between two clusters is the average distance
distance between pairs of observations, one in each cluster. This
method tends to produce clusters with small variance and is somewhat
biased toward producing clusters with the same variance.

F2 - Continue ———=ccmme=

Pressing F2 (continue) again would remove the help window and re-
store the method selection screen. For the sake of brevity, assume F2 was
pressed followed by F3 for the Centroid help window.

CLUSTERING METHOD: AVERAGE LINKAGE (A)
CENTROID (C)
WARDS (W)

»—=—— Help - Clustering method: Centroid

This clustering method uses the distance between the centroids or
means of the clusters. This method is more robust to the presence of
outliers in the data than either the average linkage or Wards
methods. In other respects, the centroid method may not perform as
well as the other two methods.

F2 - Continue
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Again assume F2 was pressed to return to the method selection screen
and then F4 was selected to bring up the help window on Wards method.

CLUSTERING METHOD: AVERAGE LINKAGE (A)
CENTROID (C)
o WARDS (W)

—msm== Help - Clustering method: Wards

This clustering method, although robust, tends to join clusters with
a small number of observations and is biased toward producing
clusters with generally the same number of observations. This method
is also sensitive to the presence of outliers in the data.

F2 - Continue ==

Press F2 to return to the method selection screen.

CLUSTERING METHOD: AVERAGE LINKAGE (A)
CENTROID (C)
WARDS (W)

Enter choice of method...

Fl -~ General help
Specific help: F2 - Avg linkage F3 - Centroid F4
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Press A to select the average linkage method.

RS 342
File: eg

luster Analysis

EAU GALLE

D
NUMBER ENTITY

STA10
STA20
STA30
STASO
STA60

Average Linkage Method used for clustering

At this point the cluster analysis is complete and you can view your out-
put file (in this case EG.OUT as indicated in the first line). The cursor
movement keys (Home, End, Page Up, Page Down, up arrow, and down
arrow as indicated on the last line) allow you to browse through the output

file. Press Page Down. p

Clusters Joined Distance

6.080E-01
1.219E+00
3.191E+00
6.000E+00

The distances are segmented into the following
classes for the Linear dendrogram

CLASS LOWER BOUND UPPER BOUND

6.080E-01 8.237E-01
8.237E-01 1.039E+00
1.039E+00 1.255E+00
1.255E+00 1.471E+00
1.471E+00 1.686E+00

Fl-Help F2-Exit Movement Keys: Home,

Chapter 5 Cluster Analysis

53



54

The next 20 lines of the output file are displayed. Press Page Down

again.

File: eg.out

1.686E+00 1.902E+00
1.502E+00 2.118E+400
2.118E+00 2,.333E400
2.333E+00 2.549E+00
2.549E+400 2.765E+00
2.765E400 _2.981E+00
2.981E+00 3.196E+00
3.196E+00 3.412E+00
3.412E+00 3.628E+00
3.628E+00 3.B843E+00
3.843E+00 4.059E400
4.059E+00 4.275E+00
4.275E+00 4.490E+00
4.490E+00 4.706E+00
4.706E+00 4.922E+00
4.922E+00 5.137E+400
5.137E+00 5.353E+00
5.353E+00 5.569E+00
5.569E+00 5.784E400
5.784E+00 © 6.000E+00

EAU GALLE

Average Linkage Method used for clustering
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File: eg.out

24 4.996E+00 5.475E+00
25 5.475E+00™ 6.000E+00

Geometric Scale
4 5 6 71 8 91011 12 13 14 15 16 17 18 19 20 21 22 23 24 25

|
I 1[— J

BN WU

4 5 6 7 8 91011 12 13 14 15 16 17 18 19 20 21 22 23 24
Geometric Scale

Fl-Help F2-Exit Movement XK H Up and Down AXrows

RN 2

The display moves to the bottom of the output file. Press the up arrow
three times.

3.796E+00 4.160E+00
4.160E+00 4.559E+00
4.559E+00 4.996E+00
4.996E+400 S.475E+00
5.475E+00 6.000E+00

Geometric Scale
4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25

l
i

s 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25
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The display moves up three lines. The other movement keys operate in
a similar manner. Press F1 for help.

File: eg.out

== Help -

F3
F4
FS
Fé

F?

3.796E+00 4.160E+00
4.160E+00 4.559E+00
4.559E+00 4.996E+00
4.996E+00 5.475E+00
5.475E+400 6.000E+00

Cluster analysis output

Short descriptions of various portions of the output are available.

- Entity and ID numbers
- Stages of clustering
- Distances

- Dendrogram

- Linear vs. geometric scales for the dendrogram

F2 - Continue s

21
22
= Help -

dendrogram.

3.796E+00 4.160E+00
4.160E+00 4.559E+00

Entity listing

This section lists the ID numbers that have been assigned to the
entities in the data set. Entities can be stations, dates, depths,
reservoirs, etc. This listing will be necessary to interpret the

- Stages of clustering
-~ Distances

- Dendrogram

- Linear vs. geometric scales for the dendrogram

F2 - Continue wesmmsmoocs

F2 -~ Continue e

Fl-Help F2-Exit Movement Keys:
SEE 3

Home, End, PgqU
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A second help window appears describing the association between ID
numbers and the entity names in the data set. Pressing F2 (Continue)
removes both help screens and restores the output screen. Press F2 to con-
tinue followed by F1 for the help menu, and then press F4 for help on the
clustering stages.

21 3.796E+00 4.160E+00
22 4.160E+00 4.559E+00
Help - Clustering stages

This section of the output provides a tabular display of the data
used to develop the dendrogram. At each stage of the clustering, two
clusters are joined (shown in the "Clusters Joined”™ column) to form
a new cluster. The "Distance" column provide a measure of the
relative similarity of the members of the cluster. The smaller the
distance, the greater the similarity.

F2 - Continue sssmssssmsmm-

F5 - Distances
Fé - Dendrogram

F7 - Linear vs. geometric scales for the dendrogram

F2 - Continue s}

Fl-Help F2-Exit Movement Key.

Press F2 to continue followed by F1 for the help menu and F5 for help
on the distance classes. !

File: eg.out

3.796E+00 4.160E+00
4.160E+00 4.559E+00
===== Help - Distances

The range of rxelative distance (presented in the output describing
the clustering stages) is divided into 25 discrete classes. This is
necessary to accommodate the techniques used to develop the graphical
depiction of the dendrogram. .

F2 - Continue mmoc—mmrnc=

Stages of clustering
Distances

Dendrogram ::::]

Linear vs. geometric scales for the dendrogram

F2 - Continue smx—m==== 24 25

Up and Down Arrows
== 2 2K
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Press F2 to continue followed by F1 for the help menu and F6 for the
dendrogram help window.

File: eg.out

21 3.796E+00 4.160E+00
22 4.160E+00 4.559E+00
e Help — Dendrogram

The graphical display from a cluster analysis is referred to as a
dendrogram because of its tree-like appearance. At the "trunk", all
of the entities have been joined into a single cluster (at the far
right of the dendrogram). At the far left, each of the "branches”
represents a single entity and each cluster has only one entity.
Moving from left to right, clusters are joined until all of the

entities have been combined into a single cluster.

The ID values listed along the left margin correspond to those
assigned to the entities in the data set. The values (1 -25) along
the top and bottom of the dendrogram correspond to the criterion
values and provide a relative measure of the similarity between
members of a cluster. Clusters at the left are composed of more
similar members than clusters at the right.

F2 -~ Continuve =—————=

d Down Arrows

Press F2 to continue followed by F1 for the help menu and F7 for help
on the scales used for depicting the dendrogram.

SEEEEEE
File: eg.out

3.796E+00 4.160E+00
4.160E+00 4.559E+00
Help - Linear vs. geometric scales

Dendrograms are output using both a linear and geometric scale for
the relative distances between members of a cluster. This is done
because if the range of relative distances is very large, the plot
algorithm gets "confused" when drawing the left side (where the
relative distances are at a minimum) of the dendrogram using a
linear scale. When the range of relative distances is large and a
linear scale is used, there is too much detail on the left side of
the dendrogram for the algorithm to deal with.

When the distance range is large (> than two orders of magnitude)
the dendrogram plotted on a geometric scale will provide a better
representation of the clustering.

F2 - Continue wesssese!

F2 - Continue

Fl-Help F2-Exit Movement Keys: and Down Arrows

Press F2 to continue and F2 again to exit the program.

Using the dendrogram (the entire output file is presented in the next
section) one can see that the two littoral stations (ID numbers 1 and 5) are
very similar and are clustered together in the first stage. The inlet station
(ID number 4) is very different from all of the other stations and is only
grouped with the rest at the last stage. With this information it may be
possible to reduce sampling effort at this reservoir by sampling only one
of the two littoral stations currently being sampled.
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Example Output File

Cluster Analysis

EAU GALLE Tide provide in input data set
ID —_—
NUMBER ENTITY _
1 STAl0 j———— ID numbers associated with entity names
2 STA20
3 STA30
4 STAS0
5 STA60 —_—

Average Linkage Method used for clustering
!

L Method used
Stage Clusters Joined Distance
1 1 5 6.080E-01
2 1 3 1.219E+00 —— “History" of the clustering
3 1 2 3.191E+00 _|
4 1 4 6.000E+00
The distances are segmented into the following
classes for the Linear dendrogram
CLASS LOWER BOUND UPPER BOUND
1 6.080E-01 8.237E-01
2 8.237E-01 1.039E+00 !
3 1.039E+00 1.255E+00
4 1.255E+00 1.471E+00
5 1.471E+00 1.686E+00
6 1.686E+00 1.902E+00
7 1.902E+00 2.118E+00
8 2.11BE+00 2.333E+00
5 2.333E+00 2.549E+00
10 2.549E+00 2.765E+00 | The range in distance between the last stage and the
11 2.765E+00 2.981E+00 }—— first stage of the clustering is divided into 25 equal
12 2.981E+00 3.196E+00 | classes for displaying the dendrogram.
13 3.196E+00 3.412E+00
14 3.412E+00 3.628E+00
15 3.628E+00 3.843E+00
16 3.843E+00 4.059E+00
17 4.059E+00 4.275E+00
18 4.275E+00 4.490E+00
19 4.490E+00 4.706E+00
20 4.706E+00 4.922E+00
21 4.922E+00 5.137E+00
22 5.137E+00 5.353E+00
23 5.353E+00 5.569E+00
24 5.569E+00 5.784E+00
25 5.784E+00 6.000E+00
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q~——————— Dendrogram displayed using a linear scale
| .

Linear Scale
8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25

Ip 1 2 3 4 5 & 7

1
35— | 1
_
: j
4
ID 1 2 3 4 5 6 7 8 910 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25
Linear Scale

The distances are segmented into the following
classes for the Geometric dendrogram

| The range in distance between the last stage and the first
p— stage of the clustering is divided into 25 classes using a

CLASS LOWER BOUND UPPER BOUND ——
1 6.080E-01 6.663E-01
2 6.663E-01 7.302E-01
3 7.302E-01 8.003E-01
4 8.003E~01 8.770E-01
5 8.770E-01 9.611E-01
6 9.611E-01 1.053E+00
7 1.053E+00 1.154E+00
8 1.154E+00 1.265E+00
9 1.265E+00 1.386E+00
10 1.386E+00 1.519E+00
11 1.519E+00 1.665E+00
12 1.665E+00 1.825E+00
13 1.825E+00 2.000E+00 | geometric scale,
14 2.000E+00 2.191E+00
15 2.191E+00 2.401E+00
16 2.401E+00 2.632E+00
17 2.632E+00 2.884E+00
18 2.B84E+00 3.161E+00
19 3.161E+00 3.464E+00
20 3.464E+00 3.796E+00
21 3.796E+00 4.160E+00
22 4.160E+00 4.559E+00
23 4.559E+00 4.996E+00
24 4.996E+00 5.47SE+00
25 5.475E+00 6.000E+00  —
r Dendrogram displayed using a geometric scale
1
Geometric Scale
ID 1 2 3 4 S5 6 7 8 910 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25
1
5 —J }
3 i ]
> ]
4

ID 1 2 3 4 5 6 7
Geomet

60

8 910 11 12 13 14 15 16 17 18 18 20 21 22 23 24 25

ric Scale
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Abstract

The purpose of a nonpoint source (NPS) land treatment project is to restore or
protect the beneficial use or ecological integrity of a water resource. Watershed
and water quality monitoring may be required to document the sources and
impacts of pollutants and to track the effectiveness of their control. Efficient
monitoring helps to document those changes in water quality variables and land
treatment directly related to project objectives and activities. Monitoring to
support the manager’s information needs is a step-by-step process that requires
documentation of the problem, analysis of project objectives, determination of
approach, and development of a design before monitoring begins. This guide was
written to help managers oversee a water quality monitoring project. This guide
discusses monitoring to evaluate current conditions, to identify the water quality
problem, to detect trends and impacts, and to document water quality improve-
ment associated with land treatment. It aso provides guidance on use of existing
data in monitoring program design. For formulating an estimate of the monitoring
program budget, this guide provides options in the monitoring approach based on
level of detail and presents relative costs for some procedures.

This guide should be cited as:

Coffey, S. W., J. Spooner, and M.D. Smolen. 1994. The Nonpoint Source Manag-
er's Guide to Land Treatment and Water Quality Monitoring. NCSU Water
Quality Group, Department of Biological and Agricultural Engineering, North
Carolina State University, Raleigh, North Carolina.



Important Messages

The monitoring program should be based on clear management objectives.

Careful investigation and documentation of the water quality problem pays
off by increasing monitoring efficiency and value of results.

B Pollutant load monitoring has a high information value, but the procedure
can be expensive.

M Periodic evaluation of selected variables is the most direct route to an answer
on project impact. However, factors that are not related to land treatment
efforts, such as watershed and system inertia, typically confound the detec-
tion of short-term trends.

M Biological monitoring and habitat evaluation can be meaningful, cost-effec-
tive approaches for assessing resource condition and project impact.

B Monitoring a treatment and a control site before, during, and after land treat-
ment improves the chances of detecting trends or impacts.

B Monitoring a treatment and a control site in a paired watershed design aso w
improves the chances of meaningful results.
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Development and implementation of a moni-
toring program that supports a narrowly
defined objective increases the likelihood that
results will be relevant and useful. A thorough

understanding of the water quality problem, ] ] Ove rVieW Of
monitoring objectives, and expected results M oni ton ng Program

willhelp themanager makeinfor meddecisions
while overseeing the total water quality

project.

Introduction

Audience and Purpose. This monitoring guide was written to help managers
oversee a water quality monitoring project. It isintended to be used as a simple
framework to assist managers in developing a program for nonpoint source (NPS)
pollution monitoring. Defining management objectives and documenting the
water quality problem are crucia to building a successful project. Rarely does a
monitoring program yield meaningful results without clear directions from
carefully developed objectives and a thorough investigation of the water quality
problem.

In addition to establishing the framework for monitoring, this guide was aso
meant to be used by the managerforgeneral reference. This guide provides enough
detail so anew manager can useit as a training tool to improve his or her knowledge
forcommunication with thescientist ordtatistician. Theguideshould beconsulted
periodically throughout the implementation of the monitoring program to check
for deficiencies or the need for reallocation of effort.

Monitoring. Monitoring is the best method for evaluating water quality and its
response to land treatment and other factors. Development and implementation
of a monitoring program that supports a narrowly defined objective, such as
problem identification or trend detection, increases the likelihood that results will
be relevant and useful.

Water quality problem identification monitoring should seek first to specify
pollutants and conditions responsible for the impairment to the designated use.
Once the water quality problem is identified, the severity of the problem can be
assessed. Clearly identifying the specific pollutant and assessing the problem
assists land treatment staff in identifying critical areas and targeting BMPs.

Water quality monitoring is essential for determining project results and evaluat-
ing the effectiveness of land treatment. Adequate and effective land treatment and
water quality monitoring for NPS pollution control projects are required to:

1.1



The Relationship
Between Management
and Monitoring

The Differences
Between Point and
Nonpoint Source
Pollutant Monitoring

Nonpoint source monitoring stations
should be located downstream and
near mgor pollution sources,
directy below areas where targeted
and comprehensive land treatment
is planned, because subtle impacts
are difficuft to detect. More stations
or a more detailed monitoring
program may be required to assess
diffuse NPS pollutants or combin-
ations of PS and NPS pollutants.

document progress towards water quality goals;
determine needs for further treatment;

maintain the interest of project participants and staff;
develop and transfer technology; _

reduce the number of inconclusive studies conducted;

assure credibility; and

address increasing information needs.

The manager should become familiar with the essential features of an effective
monitoring program. A thorough understanding of the water quality problem,
monitoring objectives, and expected results will help the manager make informed
decisions and oversee the total water quality project. Because the manager may
be the only person involved in the monitoring program who has a big-picture
perspective of the overal program, he or she plays a key role in sustaining a
coordinated monitoring program that is effective for its intended purpose.

Management objectives may include restoring or protecting the uses of a water
resource or improving its ecological condition. In turn, a monitoring objective
must be related to the management objective and defined so sampling will support
the information needs of the manager. The monitoring objective specifies the
approach for monitoring a water quality variable, measuring pollutant loading
rates, or evauating other measures of ecologica integrity. Monitoring can
document pollutant sources or impacts or can help to justify the expenditure of
private or public funds on remediation or protection. Nonpoint source monitoring
generaly employs a fixed station network with long-term systematic sampling to
evaluate factors important to management.

A different approach to planning and design is generadly required for NPS
monitoring compared with traditional point source (PS) monitoring. Typicaly PS
pollutants are diluted by the receiving stream such that high stream flows result
in low pollutant concentrations. Point source discharges may aso vary with the
industrial process, time of day, and day of the week. Runoff and other |and-based
pollutant transport mechanisms may have limited effect on PS pollutants but in-
stream physical, chemical, and biological processes remain important. Therefore,
stations for PS load monitoring are generally located near and downstream from
the known outfall.

Because runoff and snowmelt drive NPS pollutant transport, the high variability
of the process reflects such factors as weather, land use, and watershed charac-
teristics. Runoff and high stream flows can result in high pollutant concentrations.
Nonpoint source pollutant concentrations vary by source type (land use), location
of source, transport mechanisms, and they are influenced by trapping in the
watershed and in-stream processes. Careful placement of monitoring stations is
required to account for these factors. Nonpoint source monitoring stations should
be located downstream and near major pollution sources, directly below areas
where targeted and comprehensive land treatment is planned, and where improve-
ments in water quality due to land treatment are expected to be greatest, because
subtle impacts are difficult to detect.



Overview of Monitoring Program

Overview Of a
Monitoring Program

Figure 1.1 The development of a
nonpoint source control
monitoring program.

Monitoring should not begin
before the management and
monitoring objectives are set
and the monitoring design and

analysis plans are in place.

Upstream or ground water fluxes may affect the placement of both PS and NPS
monitoring stations. More stations or a more detailed monitoring program may be
required to assess diffuse NPS pollutants or combinations of PS and NPS
pollutants. Measuring the effect of pollution control, therefore, requires careful
assessment of major pollutant sources and contributing factors.

The most effective approach to reduce NPS pollution is to target and treat critical
areas with a system of best management practices (BMPs). Critical areas are
sources in the watershed that affect the availability or mobility of pollutants or
areas which, when treated with BMPs, have the greatest potential to improve the
ecological condition of the water resource. Maas et al. (1985, 1987) provide
guidance on critical area determination for improving water quality.

As suggested in Figure 1.1, the monitoring program supports management
objectives and begins by documenting the water quality problem. From problem
documentation, monitoring objectives can be developed as the basis for the
monitoring program design. Data collection is the action stage that proceeds
according to program design. Data analysis employs statistical methods to
summarize the findings and to determine trends or effects due to treatment.
Program evaluation provides guidelines to assess and document findings. We
suggest this order of the process to improve efficiency and results. For example,
monitoring should not begin before the management and monitoring objectives
are set and the monitoring design and analysis plans are in place. Data anaysis at
regular intervals throughout the monitoring program is part of a feedback loop that
provides timely information for making refinements in monitoring program

Management Objectives and Problem Documentation

v

Monitoring Program Objectives

v

' Monitoring Program Design ‘

Y

Data Collection

Y

Data Analysis

Y

Program Evaluation |eg—————o
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1.4

design or objectives. In the program eva uation stage the feedback loop may serve
to update management objectives and the problem statement.

Monitoring program design is the most detailed part of the overal monitoring
program. Design provides the format for most water quality and land treatment
monitoring activities. Water quality and land treatment monitoring must be
coordinated to maximize the chance of meaningful results. In order to provide the
manager with a sense of the nature of the coordination needed, an overview of
monitoring program design is provided in Figure 1.2,

Monitoring program design, as shown in Figure 1.2 and discussed in chapter 4,
begins by defining the monitoring objective. Once the objective is defined the
experimental design (e.g., upstream/downstream and pre- and post-BMP, and
paired watershed) is determined. Based on the experimental design, separate but
coordinated parallel water quality and land treatment activities are specified.

The next activity is to locate water quality monitoring sites and then develop the
land treatment tracking system for each subwatershed that drains to a water quality
monitoring site. Baseline water quality and land treatment datashould be collected
for two years prior to treating critical areas in the watershed with BMP systems.
During baseline datacollection and at regular intervals throughout the monitoring
program, the water quality and land treatment data bases should be linked (see
section 4.7). Water quality and land treatment monitoring continue on a parallel
course until monitoring and management objectives have been met. Prior to fina
analysis the water quality and land treatment data bases must be linked to evaluate
project effectiveness.
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Figure 1.2 Land treatment and
water quality monitoring
program design.

l Define monitoring objective

v

Determine experimental design

WATER QUALITY LAND TREATMENT

Locate treatment and

control (or reference)
monitoring sites

Develop a land treatment
tracking system for each
subwatershed draining
to a water quality
monitoring site
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land treatment, and land
use data

Gather baseline water
quality (2 years)

Link water quality and land
treatment data bases €
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Continued water quality Start land treatment
monitoring during treatment
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Continued tracking of land
water quality (2-5 years)

treatment and land use

Link water quality and land
treatment data bases
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Water quality and land treatment monitoring
begins by defining management objectives for

the water resource. The water quality problem
must also be documented with reliable data.

Management objectives andproblem documen- M anag eme nj
tation are necessary for further management Ob] ec'nves and Probl em

actions such as development of a monitoring .
program. A monitoring program yields mean- DOCU mentatl on
ingful results only with clear direction from

carefully developed objectives and a thorough

investigation of the water quality problem.

Problem identification
monitoring uses a Site-
specific plan to identify
pollution sources and
impacts during both
baseflow and storm
conditions.

Accurate and complete
problem assessment is
instrumental to achieving

water qualify goals.

Monitoring supports project objectives by providing information to track progress
and to evaluate project effectiveness. Management objectives are usually related
to protecting a threatened water resource, restoring designated water body use, or
achieving a water qudity standard.

Carefully defining and documenting the water quality problem is one of the most
important steps for NPS pollution control and water quality monitoring. An
effective approach is to implement a problem identification monitoring program
lasting six to 18 months. Problem identification monitoring uses a site-specific
plan to identify pollution sources and impacts during both baseflow and storm
conditions, monitoring may be most effective during the seasons of grestest
pollutant loading (spring runoff, snowmelt) and during the season when impair-
ments are noted (algal blooms, shellfish closing).

For documentation, in-project use, and communicatingwith the public, a problem
statement should be written. The problem statement summarizes the results of a
thorough effort to investigate and document present or potential negative impacts
on water quality. The statement draws together the history, causes, and significant
contributing factors affecting the quality of the water resource, including pollut-
ants, their sources and timing, background fluxes, and habitat and site factors that
influence the problem. The statement also establishes the basis for the implemen-
tation of the land treatment program.

The level of problem assessment depends on the nature of the impairment of the
water resource, diversity of pollutant sources, hydrologic transport system, and
size of the watershed. Accurate and complete problemassessment is instrumental
to achieving water quality goals. An evduation of the problem and land use
upgradient from the water resource provides much of the information to specify
the monitoring program objective.

21
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Nonpoint source pollution control monitoring
typically suffers from lack of focus, often result-

ing in inconclusive studies. Successful monitor-

ingprograms require long-term systematic mea- . .
surement of both primary and explanatory vari- M oni '[OF N g

ables related to the management objective. The

project manager should work with the water
quality and land treatment agency to assure that
program objectives are narrow enough to ad-
dress the management objective and the water

quality problem.

The Water Quality
Monitoring Approach

Level of Detail

Level | monrtoring is generally
most useful to evaluate current
water quality conditions and to
document water quality

problems.

The monitoring program objective is developed to address the water quality
problem and the overall management objective. Objectives should be comprehen-
sive, non-overlapping, and relevant, but defined narrowly enough to provide
focus. A substantiad amount of time may be necessary to specify monitoring
objectives, but the initial effort should improve long-term program efficiency.
This chapter discusses biological, habitat, physical, and chemical variables for
NPS pollution control monitoring. The discussion of variables is detailed because
variable selection is important for the development of the monitoring objective.
The level of detail needed for severa types of monitoring objectives is aso
discussed. Chapter4 provides examples of how to formulate aspecific monitoring
objective based on the monitoring design.

Level of detail and whether the monitoring program will focus on trends in
variables, pollutant loads, or other attributes will be discussed below. The
monitoring approach must also consider the minimum detectable change (MDC)
required to show a significant difference or trend.

Objectives and budget dictate the level of monitoring detail. Levels differ
primarily in the skill, intensity, time, resources, and equipment necessary.
Different levels provide the manager with options based on resources and
objectives. In this guide, information on levels is cumulative such that the
discussion of level Il builds on the information obtained for level 1. Examples of
level T and level 11 monitoring objectives are given in Table 3.1.

Level | is the basic, minimum level of monitoring, a relatively low cost, for
assessing conditions and problems or determining trends in easily measured
variables. Level | monitoring is generally most useful to evaluate current water
quality conditions and to document water quality problems. However, despite
their low cogt, a level | analysis is sufficient and defensible under the right
conditions. If the objective is to evaluate current conditions, the analysis should
focus on anoveral assessment of theecological condition, beginningwith habitat.
Biosurveys and physical/chemical analyses may also be needed to determine

31
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Level Il trend detection of
load monitoring is usually
best suited to demonstrate
a trend, impact, of a
cause-and-effect refation-
ship between a manage-
ment action and a re-

sponse variable.

3.2

biologica potential. Problem documentation or problem identification monitor-
ing is an essentia first step of a watershed management program. Specific
pollutant constituents should be documented as causing the water quality problem.
Clearly documenting specific pollutants causing the problem and monitoring for
their impact helps to avoid monitoring pollutants which are not vitally important.
Carefully documenting the problem assists project staff in clearly defining land
treatment and monitoring objectives of the project.

Table 3.1 Monitoring Objectives and Level of Detail.

General Motiitoring Objective Level 1 Level I

Evaluate Current Conditions X
Problem Documentation X
Standards Violations X

X

Trend Detection (variables)
Impact Assessment
Causality
Load Monitoring (loads) xX?)
Trends
impact
Causality

X X X X X X X

Standards violations is an important objective; however, because a careful
examination of this topic is beyond the scope of this guide, standards violations
will not be discussed herein. For level | trend detection, a large and persistent
change in a variable with respect to background is required to evaluate program
effectiveness.

Level Il monitoring is more intensively detailed, with more comprehensive data
collection and higher cost. Compared to level I, level |l may involve a higher
sampling frequency, sampling more variables, sampling variables that are expen-
sive to analyze, or sampling at a greater number of locations. Level |11 trend
detection or load monitoring is usually best suited to demonstrate a trend, impact,
or a cause-and-effect relationship between a management action and a response
variable (Table 3.1). Load monitoring is used to measure the change in pollutant
mass loading rate.

Monitoring trends in pollutant concentrations or in biological/habitat variables
may be the most direct route to an answer on treatment program effect on
designated use. Sensitivity may be low if there are not enough samples or
explanatory variables. Load monitoring is used to determine the pollutant mass
loading rate. Load monitoring requires more frequent samples as compared to
determining trends in concentrations or biological/habitat variables. Often auto-
matic sampling is required, which increases equipment and analysis costs.
Discharge and concentration measurements are essential for load calculations.
Load monitoring usually reguires a level |l monitoring effort.

Load monitoring may be useful to quantify the effect of land treatment at a
subwatershed or project area scale. Load monitoring may have informational



Minimum Detectable
Change and Making
Program Decisions

Variable Selection

Variability and
Explanatory Variables

Monitoring Program Objectives

value if the response in the receiving water is expected to be slow and improve-
ments are not likely to occur for many years. For instance, measuring the
effectiveness of animal waste control on one tributary of a large lake with severa
important tributaries (such as Lake Champlain) may require monitoring phospho-
rus loads, since in-lake monitoring is unlikely to measure the change in the mean
phosphorus concentration or trophic state measures of the lake.

A pollutant budget may be a useful decision tool to determine variables and
frequency of monitoring and expected information from load monitoring. The
budget accounts for a mass-balance of a pollutant and water input by source,
including ground water and atmospheric deposition, al output, and changes in
storage. The budget may show the magnitude and relative importance of con-
trolled and uncontrolled sources (atmospheric deposition, resuspension from
sediments, streambank erosion point sources, septic tanks).

The most defensible measure of land treatment project performance is a well-
designed and well-implemented monitoring program that examines statistically
the relationship between the project’s pollution control activities and a change in
water quality. Planning an adequate monitoring program considers extent of
treatment, relative magnitude of sources, system variability, and the minimum
detectablechange(MDC) (Spooneret a. 1987a) needed in a water quality variable
to document a statistically significant change.

An analysis of historical data to determine the MDC may serve to estimate the
amount of time needed (number of years or seasons) to show a significant trend.
For a monitoring program underway, the variability and trends observed may be
caculated at regular intervals to determine if the sampling program can realisti-
caly meet thequantitative objectives for trend detection and when to proceed with
sampling or when to stop.

Monitoring for each objective requires a different approach. Monitoring to
eva uate current conditions should focus on critical variables related to designated
water body use and those variables expected to respond to management activities.
For violations of standards, the choice of variable is specified by the standard. To
assess ecological integrity, monitor a set of variables that show how an ecosystem
compares to a control or one that has a composition, structure, and function
essentially unimpaired by human activities (Karret a. 1986). For trend detection,
the response variable and explanatory variable must be carefully selected to show
treatment effect and account for changes in system variability.

Sources of variability include climate, weather, watershed characteristics, and
human activities. Variability may be in daily, seasonal, year-to-year patterns, or
have some random component. Measuring and accounting for sources in variabil-
ity increases monitoring sensitivity and reduces the MDC.

Explanatory variables such as those in Table 3.2 can account for the influence of
climate, hydrology, land use, and other factors. Land treatment variables are aso
important as explanatory variables. The appropriate explanatory variable or set of
variables is directly related to the primary variable/pollutant of concern. Incorpo-
ration of explanatory variables into the study increases the anayst's ability to
isolate true water quality trends due to land treatment. For example, antecedent
precipitation, stream discharge, or water table depth may be used to quantify the
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hydrologic factors affecting changes in stream phosphorus concentrations. Stream
discharge and estuarine salinity may be used to explain either increases in feca
coliform counts due to transport in runoff or decreases due to die-off from high
salt concentrations. Temperature determines solubility of dissolved oxygen (DO),
making it an important explanatory variable for DO. Biochemical oxygen demand
(BOD) can deplete DO and may be an explanatory variable for a DO monitoring
program. Both suspended solids and chlorophyll a can affect Secchi depth
transparency, making them appropriate explanatory variables. For monitoring
trout abundance, one explanatory variable may include the percent fines in
substrate sediment because substrate composition affects reproductive success.
Similarly, the area of undercut banks is a measure of hiding cover to escape from
prey. Relevantevents that could affect monitoring results, such as droughts,
floods, and storms, or fishery management and harvest, should be tracked and
documented. The last row of Table 3.2 lists a generic primary water quality
variable y and a land treatment variable x to show that land treatment variables
should be measured along with the water quality explanatory variables.

Table 3.2. Example Primary Variables and Explanatory
Variables for Trend Monitoring.

Primary Variable Explanatory Variable

Total phosphorus Antecedent precipitation, stream
discharge, water table depth

Fecal coliform Stream discharge, estuarine salinity

Dissolved oxygen Water temperature, biochemical oxygen
demand

Secchi depth Suspended solids, chlorophyll a

Trout abundance Percent fines in sediment, area of

undercut banks
Water quality variable y Land trestment variable x

One approach to identifying appropriate explanatory variables is through a
statistical analysis of a historical data set. Explanatory variables should be selected
because they measure factors in the ecosystem that are thought to effect the
primary variable(s) of concern. A check should be made to assure appropriate
selection by verifying that the selected explanatory variable and the primary
variables are statistically correlated (e.g., using linear regression techniques).

For some monitoring programs, variables or metrics may be summarized and
combined into an index. An index contains less information and therefore less
explanatory power than the original data, but it may be more easily used and
understood by the public or the decision-makers. Indices are chosen for their
ecologica meaning and ability to summarize information on community struc-
ture, function, or response to pollution.



Monitoring to Detect
Ecosystem Impacts

Chemical vs Biological
Monitoring

Monitoring Costs

Land Treatment and
Land Use Monitoring

Monitoring Program Objectives

Monitoring decisions are most efficient if based on the watershed as the functional
unit of the ecosystem. The hydrologic basis is particularly important for assessing
the impact of land use, BMPs, and runoff-driven NPS pollution. Even PS problems
require watershed information to determine their impact.

Project activities are expected to affect physical, chemical, and biological vari-
ables; therefore, an integrated approach that accounts for ecosystem components
is desirable. The timing and magnitude of response to remediation is generally
difficult to estimate. Monitoring results to track compliance with water quality
standards are unlikely to be directly applicable to ecological assessments. In
addition, biologica monitoring cannot identify specific contaminants or their
concentration. Therefore, an integrated physical, chemical, and biologica mon-
itoring approach may be necessary to document ecosystem impacts.

Data on the cost of monitoring is very limited, but the cost of water quality
monitoring can vary significantly for many reasons. One way to report cost is to
provide an estimate of the number of hours required to perform a task for a
monitoring event at a single station.

Lenat (1988) reports that for macroinvenebrare monitoring, qualitative sampling
requires at least one experienced biologist on the team, and six person-hoursin the
field and four hours for identification with no time required for laboratory picking.
For two kick samples, 1.5 hours were required to collect the sample, nine hours
to pick the sample, and 10 hours for identification.

Plafkin et a. (1989) in the USEPA Rapid Bioassessment Protocols for Use in
Streams and Rivers have found that sampling riffles, runs, and pools at each site,
with effort proportional to each of these major habitat types, requires generaly
one-two hours. Gear, size, and complexity of the site are factors that affect
sampling time. Times were not given for sample processing.

Costs forvarious types of physical, chemical, and biological monitoring have been
reported by Ohio EPA (1989). Since the cost of labor is difficult to estimate and
it isunclear if labor costs are equal for different procedures, comparisons with the
figures above are difficult to determine. For a basic lake monitoring protocol,
Wedepohl et al. (1990) provide atable of variables, general sampling information,
and a genera cost estimate for the sampling program.

Land treatment and land use monitoring are used to track where and when BMPs
are implemented and how well they are adhered to. The purpose is to track
treatment strength in time and space. Watershed management variables (e.g., land
treatment, land use) are explanatory variables as discussed in section 3.1.4.

Monitoring BMP implementation and land use in critica areas is necessary to
track treatment progress. Also noncritical area treatment and land use can be
important and should be monitored, but probably at a lower level of effort.

Land treatment and land use monitoring should relate directly to the pollutants or
impacts monitored at the water quaity station. Since the impact of BMPs on water
quality may not be immediate or implementation may not be sustained, informa-
tion on relevant watershed activities will be essential for the final anaysis.
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Level | Land Treatment
and Land Use Monitoring

For level | land treatment
and land use monitoring,
watershed and subwater-
shed summaries should

include acres served by

BMPs on an annual

basis.

3.6 -

To track land treatment implementation, explanatory variable(s) must be selected
that will accurately reflect the desired land treatment effect. Land treatment
impacts can be expected in three areas:

B source area (field, confined animal operation, forested tract, urban area),
B ddivery area between source and receiving ecosystem,
B direct ecosystem effects.

For monitoring source urea, the number of acres treated and untreated with BMP
systems should be tracked. It is not correct to simply add up the total area treated
for each practice. For instance, terraces and nutrient management practices may
be applied on a lo-acre field. The total number of acres treated would be 10
because the single source area was treated with two BMPs. The acres treated
should not be double-counted as 20.

If notillage (NT) or crop residue management is selected for reducing erosion, the
number of critical acres that have 30% areal residue coverage (or some other
standard) prior to planting should be tracked. Residue varies greatly for NT, and
tracking residue density is a better measure than estimates based on type of
equipment used for tillage.

For phosphorus problems due to animal waste, both the number of animal units
in critical areas and the tons of manure produced and treated should be tracked.
Both structural and management systems should be monitored to determine if the
waste management system is being operating properly and that manure applica-
tions and fertilizer use matches an approved nutrient management plan. Waste
storage facilities may help for proper timing of waste applications to fields but they
do not prevent farmers from over-applying nutrients.

For practices designed to reduce pollutant delivery, the number of acrestreated by
the practice may be reported. Buffer strips, field borders, and sediment basins are
installed at the edge of the source area to reduce pollutant delivery. The acres
treated by these practices refer to the field watershed or source area contributing
runoff to the BMP. If the source area is also treated with conservation tillage or
nutrient management it is important not to double-count the total acreage treated
by combined source area and pollutant delivery reduction BMPs.

Direct ecosystem effects include the activities in the ripariz{n area and in the
resource. The extent of cattle grazing or other animal use of the stream should be
tracked. Crossing the stream with agricultural or logging equipment can have an
important effect, and these events should be documented.

The land use in critical and noncritical areas should be known. Example land use/
treatment variables are included in Table 3.3. For each variable the extent of
activity and location of activity are important.

For leved | land treatment and land use monitoring, watershed and subwatershed
summaries should include acres served by BMPs on an annual basis. These annual
drainage area summaries should emphasize explanatory variables that relate
directly to the pollutant or condition of concern. Aeria photographs may be useful
to track land use and BMP implementation in rura areas. Also aeria photographs
and city planning maps may be used to categorize urban land use based on percent
impervious area.



Individual source areas
should be tracked for
fevel Il /and treatment

monitoring.

LevelllLand Treatment
and Land Use Monitoring

Sampling Locations

Monitoring Program Objectives

Table 3.3 Land Use and Land Treatment Explanatory Variables

Agriculture

O The animal unit density per subwatershed

Q Area receiving manure per subwatershed and amount and timing
of application

0 Tons of manure treated with BMPs

Q0 Area receiving commercial fertilizer and application rate

O Stream miles with direct livestock access

D Area of each crop

Cl Rotation and tillage for cropping systems

Q Area receiving pesticides, pesticides used, and application rate

Forestry

0 Area clearcut

QO Area harvested during high soil moisture conditions
Q Area prepared for planting

Q Extent of road building (distance and slope)

Urban

) Land use (e.g., residential, commercial, industrial)
{Q Area under construction or land-disturbing activities
Q Area with storm sewers not being treated

The frequency of level |l data gathering should be decided for land treatment and
land use monitoring. Intensive management practices for pesticides or nutrients/
animal waste require monitoring at a greater frequency compared with monitoring
the installation of structura practices such as manure storage, roofing, grassed
waterways, or terraces. Monitoring cropping type and rotation, tree planting, and
Conservation Reserve Program areas may be less frequent. -

Individual source areas should be tracked for level |1 land treatment monitoring.
For agricultural data a farm operator survey should be developed and used to
gather data. Coffey et d. (1991) and Meals et a. (1991) have developed farm
operator surveys for level 1l land treatment tracking. Farmers should be inter-
viewed at least on an annua basis to track cropping system, animal operation and
waste management variables. Source area aggregation for the analysis with water
quality data should be at the subwatershed level above the appropriate water
quality monitoring station.

The use of a geographic information system (GIS) is essentia for level Il land
treatment tracking. GIS systems are available for the persona computer and some
software packages are menu driven and are compatible with other packages.

Initidly, the point of designated use or some location critical to ecologica
condition should be monitored. Samples should be reasonably representative of
the volume of water that is most meaningful to address the monitoring objective.
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The sample should be a good subset of the population of interest, unbiased by
edge-effects or anomalies. Monitoring station selection is problem-specific, but
some general station attributes for each type of water resource are suggested
below.

Locating a stream monitoring station may be difficult since severd factors
influence placement. Theeffect oftributary pollutant loading, dilution effects, and
lateral gradients should be considered. Point source pollutant influences can aso
impede NPS monitoring activities. Monitoring a stream reach (length of stream)
with severad stations may be necessary. However, a reach may be monitored by
a single station if variability for the constituent of concern is low. Problem
documentation monitoring during high and low flows at several locations will
provide information on site variability and can serve as the basis to select stream
monitoring stations.

Wetland functions are highly interrelated and can be quite complex. Hydrology
and hydraulic loading rates of pollutants are very important for evaluating wetland
functions and response to management. Fixed stations are needed to evauate
changes in hydrology, pollutant concentrations, and biological variables (Ham-
mer 1992).

Monitoring at the inlet and outlet are important if a pollutant budget or information
on loading and wetland treatment efficiency are needed. Monitor pollutants at
selected wetland stream channel stations and one or more nonchannel stations to
characterize water quality gradients and patchiness within the wetland.

Water levels should also be determined for each water quality sample. The areal
extent of the permanent pool is an important measurement for wetland function
and this usually varies with season and other factors.

Vegetation monitoring is important for assessing overal hedth and may be
accomplished with an anadysis of areal photographs. Vegetation sampling in-
cludes monitoring along quadrants, transects, or bisecting the wetland at random
locations.

A horizontal gradient of pollutants with high concentration near tributary head-
waters decreasing to the outflow is common for reservoirs and their tributary arms.
If it clearly reflects the condition of the designated use, a single station over the
greatest depth may be the preferred sampling point. Additiona stations may be
located in the mainstem, down gradient of a mgjor tributary, or over the deepest
water in a tributary arm, depending upon designated use, additional management
objectives, and knowledge of the pollutant budget. The depth of the sample is aso
a concern for managing depth of withdrawal from the reservoir to control tailwater
quality.

For pelagic and profundal water column monitoring in a lake with low shoreline
development (i.e., regular-shaped lakes, not reservoirs), a single station at the
deepest part of the lake may be sufficient for assessing whole lake conditions.
Generdly few dtations are needed for lakes that mix continuoudy and do not
stretify. For a lake with more complex morphometry, lake mixing and circulation
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patterns should be evaluated to determine if individua bays, or subbasins of
significantly different mean depth, are hydrodynamically distinct. Based on the
location pollutant influx and areas of use or critical habitat conditions, the
minimum number of stations, with one at the deepest part of the subbasin(s) of
interest, should be chosen.

Basin mixing and variable type should be evauated prior to determining sampling
depth. For ungtratified lakes (lakes with a uniform temperature from surface to
sediments), a surface (one may be enough), mid-depth, and near-bottom samples
may be appropriate. An aternative protocol is to take an integrated sample from
just above the bottom to the surface. For stratified lakes, one surface sample, one
in the metalimnion, one at the mid-depth of the hypolimnion, and one near the
bottom of the sediments may be required (Wedepohl et al. 1990).

Level | can be used for evaluating current conditions, problem documentation,
frequent violations in standards, trend detection in some cases, or measuring large
impacts. Many state agency monitoring programs address level | objectives.

Trend detection for level | can be performed when background variability is low
and the level of treatment, pollutant control, and restoration accomplishments are
high. The watershed should be relatively small (e.g., less than approximately
30,000 acres) and all or nearly al of the critical area pollutant sources must be
treated for a sustained period. Level I monitoring, which is more detailed to
quantify and explain greater variability, should be used otherwise. If the objective
is to determine an impact or a cause-and-effect relationship, then level I
monitoring is needed.

Level | trend detection employs the use of relatively inexpensive methods, such
as measuring Secchi depth, grab sampliry for chemica concentrations, and
measuring simple habitat variables. On the other hand, these measurements reflect
a complex of factors that may be difficult to interpret. It is helpful to measure
appropriate explanatory variables to account other sources of variability.

The following subsections describe variables common to level | monitoring of or
biology, habitat, and chemical/physical characteristics of a water resource.

Biological Monitoring

Biological monitoring provides the most direct measure of use attainment related
toaguaticlife. Organisms respond toanaggregateofstressfactors, includingthose
not monitored by chemical or habitat protocols. Chemical monitoring and
bioassay adone may fail to directly assess pollutant-induced degradation or partia
restoration of biota. In addition, the public may understand the purpose or progress
of biological monitoring more easily than other methods (Zaroban 1988).

However, biological monitoring may be relatively field-intensive and it requires
a trained staff, with knowledge of local biota and their habitat, in order to obtain
high information content and to maintain quality control. Sampling bias can make
protocols subject to errors. The effects of fish stocking or other management
activities may confound analysis of treatment effect and natural regeneration.
Many techniques are available for biologica data analysis but some require
modification to considerregiona and seasona variability, including life cycle and
behavioral aspects (Zaroban 1988).
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Choosing the taxonomic group (e.g., fish, macroinvertebrates, etc.) should be
based on monitoring program objectives and designated use. Selection may
consider spatial and tempord variability, length of the life cycle, extent of the
home range, and level of taxonomic expertise required for analysis. Other
considerations include ease of sampling, cost, known ecology of taxa, economics
ofimportance, or the ability of tissue to accumulate pollutants for bioassay
(Hellawell 1986).

Advantages of monitoring more than one taxonomic group are discussed by
Plafkin et al. (1989) in the USEPA Rapid Bioassessment Protocols for Use in
Streams and Rivers. However, monitoring more than one taxonomic group could
be redundant if objectives do not directly relate to the variables being measured.
Several taxonomic groups are reviewed and relevant sampling issues are dis-
cussed below.

Coliform Bacteria. The transmission of waterborne diseases from both PS and
NPS pollution continues to be a public health threat. Bacteria or other organisms
should be considered in a monitoring program for water supply, contact recre-
aion, and shellfishing where pathogens are a threat. The coliform group of
bacteria is often found with other organisms that pose a more serious risk to health.
Coliform bacteria are easily detectable and they are not generaly present in
unpolluted waters (National Academy of Sciences 1977). Fecal coliform (FC) and
fecal streptococcus (FS) bacteria are found in the intestina tract and feces of
humans and other animas and may signa the presence of a pathogen such as
Salmonella (Thomann and Mueller 1987).

Compared with other organisms, bacteria are highly variable. They have a
relatively short lifespan, cells drift substantially, and cell counts can change
rapidly due to changes in water quality. Bacteria should be monitored at the point
of designated use, such as a water supply intake, shellfishing grounds, or
recreation area for the duration and frequency specified by state or local standards.
A hedth department should be consulted for pollutant source identification,
monitoring, or interpretation. Laboratory quality control and quality assurance is
essential for reliable coliform bacteria counts.

Explanatory variables for monitoring bacteria include: temperature, sdinity,
sunlight, predation, effectsof nutrients or toxins, and time of travel, distance from
source, settling, or resuspension from sediments (Thomann and Mueller 1987).

Phytoplankton. Screening-level monitoring may be done with careful, system-
atic observation. Periodic examination of aga taxa and biomass are basic
techniques for lake monitoring. Some taxa are less desirable and indicate prob-
lems. Forexample, dominance by blue-green algae can be responsible for noxious
blooms and surface scums. Excessive algal production reduces transparency and
degrades lake qudlity.

Sampling gear decisions are based on the water column location where samples
should be taken. A trap encloses a volume of water at a discrete depth. Traps may
be preferred since nets are size-selective and smaller taxa will be missed.
However, towing a net at a constant depth provides a horizontal sample while a
vertical tow samples plankton from a given depth to the surface. Phytoplankton
vary horizontally and verticaly and throughout seasons. Therefore, care should
be taken when sampling to avoid missing plankton concentrated in a thin strata.

Chlorophyll a concentration is a measure of aga biomass and trophic state.
Chlorophyll ais expected to decrease if lake nutrient loading rates are decreased.
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Although chlorophyll @ may be quite variable, a well-developed monitoring
protocol can achieve acceptable levels of error in estimating a mean growing
season concentration or some other summary dtatistic. Potential  explanatory
variables to monitor include phosphorus, nitrogen, suspended sediment, or
transparency, depending upon the dynamics of the problem and land use. The
entire photic zone should be sampled when monitoring lake chlorophyll (Lind
1985; Wedepohl et a. 1990) through the use of a tube sampler or by combining
samples from several depths. Monitoring a single station over the deepest point
may be the most desirable and the most efficient. Samples may also be taken near
the water supply intake or at any other point of designated use.

For lakes and reservoirs with complex morphometry, more than one station may
be needed. An additional station may be selected to monitor a lake segment that
functions hydrodynamically as an individual basin with regard to mixing and
stratification. For reservoirs with a strong horizontal pollutant gradient, stations
may be located along the main stem or near the confluence of atributary arm and
the main stem. Typically, however, adding a station does not contribute a
significant amount of information beyond that which is obtained from the origina
station.

Macropbytes. Nuisance stands of macrophytes in shallow areas of lakes and
streams can interfere with a water supply intake, impair recreation, and decrease
aesthetic enjoyment. Monitoring macrophyte species and areal extent should
occur a the same relative time of the growing season at a regular interva (e.g.
every year or every other year).

Severa techniques are available for macrophyte monitoring. Visual surveys or
photographs taken in a standardized manner can be used to track the remediation
or the gross extent of a problem. Harvesting, herbicide applications, and draw-
downs should also be tracked for their effect.

Macrophyte mapping procedures can employ survey techniques. Langland and
Pesacreta(1986) used sonar (fish locator mounted on a boat) to estimate the cross-
sectional area of macrophytes along a transect. Geisder (1988) used areal
photographs for macrophyte sampling.

Benthic Macroinvertebrates. Monitoring benthic macroinvertebrates can iden-
tify a problem or provide data to determine use attainability, assess trends, or
determine impact. Macroinvertebrates are sensitive to natural and human distur-
bances and are an important food for fish.

Lenat (1988) and Plafkin et al. (1989), in the USEPA Rapid Bioassessment
Protocols for Use in Streams and Rivers, provide methods for streesm macroin-
vertebrate monitoring on natural substrates. Methods vary by the type and number
of habitats (either multiple or single) sampled, skill required for field evaluation
and laboratory identification, and data analysis. Riffle or riffle/run habitat surveys
are the most common. Here a kick net (Lenat 1988; Piafkin et al. 1989), Surber
sampler (Lind 1985), or some other device may be used to dislodge and collect
benthos from an approximated or measured area of the riffle substrate.

Multiple habitat surveys include sampling riffles, streambanks, |eaf packs, rocks
and logs. Snags (fallen iogs and branches) may also be sampled in sandy streams
(Lenat 1988). Sampling multiple habitats can collect more taxa and the technique
is potentially more likely to detect subtle impacts, but care must be taken to follow
a standard operating procedure.
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In sand-bottom streams, snags and shoreline habitats may not support enough
organismsforasample(i.e.generally greateror muchgreaterthan 100 organisms).
Where natural substrate monitoring does not provide a sufficient collection, use
of artificial substrate samplers such as Hester-Dendy multiplates (Hester and
Dendy 1962)and rock-filled baskets (Henson 1965), anchored in thewatercolumn
for a standardized period, may provide an adequate sample.

Many metrics (biological indices) are available for summarizing and reporting
macroinvertebrate monitoring results. Metrics quantitatively describe community
structure, function, or health. A computerized data base such as BIOS is useful for
data storage, retrieval, and calculating metrics. Other metrics may be calculated
using SAS (Plafkin et al. 1989). Recent studies (Resh 1988; Szczytko 1989; Davis
and Lubin 1989) have evauated macroinvertebrate data sets from California,
Wisconsin, and Ohio to assess statistical properties such as metrics and the
variability and distribution of macroinvertebrate variables.

Zooplankton. The four major groups of zooplankton are protozoa, rotifers, and
two sub-classes of crustaceans, the cladocerans and the copepods. Protozoa have
high variability even in microhabitats (Hellawell 1986) and little is known about
their population dynamics and productivity (Wetzel 1983). The life histories and
population dynamics of planktonic rotifers and crustaceans have been studied to
a greater extent. Rotifers and crustaceans may help to regulate or respond to the
trophic status of a lake. They can feed selectively on phytoplankton (based on
palatability or size) and zooplankton populations may be regulated by the feeding
activities of planktivorous fish. Horizontal variability in zooplankton may be due
to the effects of wind, weather, and their avoidance of shoreline areas (Wetzel
1983).

Fish. Fish monitormg results can be related to designated use. Fisheries variables
are the result of management impacts on the fishery, natural conditions, and the
interaction with lower taxon in the food chain. In addition, the public may be able
to understand fish monitoring results more easily than other taxonomic groups.
Quantitative fish sampling may be difficult due to nonrandom distribution, gear
selectivity, and efficiency; however, cred surveys may be useful if carefully
designed. On the other hand, Hendricks et a. (1980) discuss some of the
disadvantages of monitoring fish.

Hocutt and Stauffer (1980) provide descriptions of methods for stream, reservoir,
and lake fish sampling. Protocols also vary by species so that more than one type
of gear or approach may be required to sample game and nongame species
representative of the stock. Testing is essential to sampling protocol devel opment.

Karr et a. (1986) developed a multihabitat stream fish survey to evaluate
individual, community, and zoogeographic factors. For data analysis, 12 metrics
were developed and combined into the Index of Biotic Integrity (IBI). The IBImay
be used for the development of stream and lake fish monitoring programs for
regions beyond Illinois, where the method was developed. Examples of regiona
applications of the 1Bl were given by Leonard and Orth (1986) and Steedman
(1988).
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Habitat Variables

Habitat includes the complex of biotic and abiotic conditions required for life,
growth, health, and reproduction of an aguatic community. Habitat variables are
an explanatory variable for a primary biological variable, but habitat variables are
also important for characterizing ecological integrity. The composition of the
biotic community may be due to the extent of species range, stocking, habitat
limitations, natura fluctuations, pollutants, other factors, or a combination of
these. Habitats can be degraded by human activities or by natural forces. However,
habitats have also been shown to respond both positively and rapidly to manage-
ment (Platts et a. 1987).

The ecological requirements for sustaining community life stages may be consid-
ered when determining habitat variables. Knowledge of the biological community
and field training are required to monitor habitat effectively and consistently.

Historical impacts are likely to influence present conditions or restoration efforts.
Important events include dam construction, unusual water level fluctuations,
grazing, channelization, dredging, or drainage of marshes. Debris snagging
(removal of branches and tree trunks to improve navigation) is also an important
habitat modification. Degradation may restrict or delay remediation.

Stream Macroinvertebrate and Fish Habitat. Plafkin et al. (1989) have
developed and tested methods for stream macroinvertebrate and fish habitat
evaluation. Variables for substrate, flow, channel morphology, and riparian cover
are scored by a weighted rating scheme through observation and professiona
judgment. Fisheries habitat procedures for four levels of detail are provided by the
US Forest Service (USFS 1989). Aeria photos and maps provide information for
level | habitat monitoring, and ground truthing can verify findings. The USFS
methods (their level 2) are geomorphic and hydrologic ratings based on few
measurements. The habitat at the managed resource should be monitored along
with a reference site to determine if changes are due to impact or natural
variability.

Lake and Reservoir Macroinvertebrate and Fish Habitat. Although lakes and
reservoirs share many important features, food web interactions may be distinct
in reservoirs compared to lakes and may require a different monitoring approach.
Particularly notable are the hydraulic features of lakes and reservoirs. Compared
with lakes, reservoir surface waters may not be as well mixed horizontaly,
resulting in higher pollutant concentrations near inflows and a gradient along the
main stem or a tributary, with lower concentrations near the dam. Variability in
water quality can affect the food chain, habitat, physical or behaviora features in
the fish community.

Because reservoirs are more recent features of the landscape, they have less
developed predator-prey relationships. Compared with lakes, thesynchronization
in production of fish and their plankton food source may be faulty. Water level

fluctuations affect littoral habitat and food stability. Ecological systems may not
be in equilibrium, presenting some problems for assessment and the understand-
ing of complex interactions (Noble 1986).

Lake Macroinvertebrate Habitat. Variation in lake benthic communities can be
very high due to substrate type, chemistry of the sediment-water interface, vertical

migrations, wind, food availability, predation, and daily vertica migrations. The
link between water chemistry and benthic communities has not been well
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established. Fish predation is an important regulator of benthic population
structure and dynamics (Wetzel 1983). Descriptive studies may prove useful for
understanding variability and developing a monitoring design. Hypothesis testing
and careful experimental design studies may be required to link benthic population
variables with their habitat.

Lake Fish Habitat. Methods are not well developed for evauating lake and
reservoir habitats for fisheries. Specia habitat requirements for individual species
should be the focus. Due to the large surface area for most lakes, only a subset of

the most productive habitat should be monitored. One approach is to select a bay
or shoreline area that has important features for spawning and hiding and monitor
these areas during the critical times of the year. Substrate, weed beds, depth, cover,
and temperature are some candidate explanatory variables. Other habitat types to
consider are areas with a current, such as inlets and outlets, ledges, and channels.

Chemical and physical monitoring should relate to the fish population variable of
concern, specifically minimum DO, temperature, transparency, and pH. Heiskary
and Wilson (1988) list water quality and habitat features needed for lake trout,
smallmouth bass, largemouth bass, walleye, and northern pike. Monitoring
hypolimnetic DO during late summer and before turnover or under ice cover in
shallow bays is important for some species. Carline (1986) reviews morphoedaphic
indices and regression equations used by fisheries managers to estimate fish yield
or other variables for lakes and reservoirs. However, these relationships are
expected to provide information for first-cut estimates for fish population vari-
ables and not quantitative conclusions for use attainment or trend detection.

Fish population variability may be much greater than the change expected due to
impact alone. Particularly strong or wesk year classes can mask the effects of land
treatment. Lake habitat monitoring can account for some population variability
not explained by differences in year class. Types of variables include hydrologic,
substrate, cover, water quality, and food required for a fish community.

Riparian and Shoreline Habitat Evaluations. Riparian ecosystems, which
consist of the stream bank and flood plain, are a complex of the environment near
flowing water and the environment’s organisms (Ewing, 1978). Lake and reser-
voir shorelines are also sometimes considered part of a riparian ecosystem.
Riparian environments have a great influence on aquatic life, and their restoration
may be less costly and can provide more immediate benefits to a fishery than
stream enhancements such as installing flow modification structures (Platts et al.
1987). Riparian aress of perennial and ephemeral streams, estuaries, and other
water bodies may aso function as pollutant buffers. Land use, shoreline and
overstory vegetation, and soil characteristics are common features of a riparian
habitat evaluation.

Methods for monitoring lake shoreline habitats are very similar to monitoring
methods for riparian evauations. Effective riparian monitoring will consider
aquatic life requirements, the impacts of land use in the watershed, pollutant
sources, and buffering features of the riparian and shoreline environment. Level
| riparian monitoring variables and methods are given in Plafkin et a. (1989).

Physical and Chemical Variables

Monitoring the physical and chemical properties of water becomes more mean-
ingful when matched with the time and space scales of the problem. One of the
factors affecting water quality problems is the type of water resource (e.g., river,
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estuary, lake). Different water resource types have different hydraulic character-
istics which affect their ability to dilute and flush pollutants. Another important
factor affecting water resource response is the type of pollutant.

Wediscussthel akeexampl etoillustratethegeneral effectof apol lutantonasingle
water resource type. The fate pollutants in other water bodies may be similar on
a relative scale but important variations are likely to occur in time and space.
Figure 3.1 shows the approximate time and space scales for the fate of different
types of pollutants in lakes. In the lower I€eft, thermal jets and bacteria are relatively
short-lived problems with minimal spatial impact. Monitoring short-lived pollut-
ants (e.g. bacteria ) therefore requires more monitoring stations to characterize
localized conditions and a higher sampling frequency to detect impact compared
to monitoring more persistent pollutants.

In contrast, the problems represented in the upper right, such as nutrients, have
slower reactions and are more likely to affect the whole lake for an extended period
(Chapra and Reckhow 1983). Therefore, monitoring the impact of a persistent
pollutant generally takes longer and stations need not necessarily be close to the
pollutant source. Sampling frequencies may be lower when monitoring whole-
lake problems. Individual level | physica and chemical variables and how to
monitor them are addressed below.

Temperature. A lake temperature profile may be used to determine the extent of
therma gratification. Inflow plumes of uniform density made up of suspended
sediment or other pollutants can be located by monitoring temperature. Careful
chemical analyses, DO, and specific conductance measurements also include
monitoring temperature.
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Sedimentation. The rate of sediment-induced storage loss in lakes and reservoirs
can be measured with a series of sedimentation or bathymetric surveys. Transects
and sampling points are often established perpendicular to the main axis of
tributary inflow or the main axis of the lake. Some base strata (origina lake or
reservoir bottom) should be established to track the rate (cm/yr) of deposition. A
long pole may be used in shallow areas to measure sediment depth. For deeper
areas, sonar or a SCUBA diver can record sediment depth measurements.
Although measurements every year may not be needed, the same transects and
stations should be monitored periodically. Major changes in land use, BMPs, or
streambank erosion that could increase sedimentation should also be monitored.
Mclintyre and Naney (1990) used the Cs-137 tracer to estimate rates of sedimen-
tation for Reelfoot Lake in Tennessee.

Transparency. An important and obvious property of water is its transparency.
The transparency of water to light is critical for aesthetic enjoyment, sight-feeding
fish, and recreational uses such as swimming. Transparency decreases as algal and
nonalgal dissolved and particulate matter increase water column turbidity. The
Secchi disk is an easy, low-cost measure of transparency that provides a rough
measure of trophic state. Measured periodically throughout the year, Secchi disk
readings can be tracked along with other seasonal changes related to mixing, algal
succession, and decay, and the changes in suspended sediment due inflows or
resuspension. Nonalgal turbidity such as suspended sediment, detritus, dissolved
material, and color, and the light attenuation properties of different types of alga
cells can impair the interpretation of Secchi disk data and other trophic state
relationships.

Turbidity. The reduced transmission of light due to scattering or absorption by
suspended solids such as silt and clay particles can be measured by severa types
of instruments, including the nephalometer and spectrophotometer. Vertica
illumination may be measured by the submarine photometer. Methods are
available in APHS (1980) and Lind (1985).

Phosphorus. The choice in monitoring phosphorus constituents is based on the
source of the pollution problem and the expected advantage of tracking additional
variables. Monitoringortho-phosphate is a basicconstituent since it represents the
fraction available for plant growth. Total phosphorus is useful for comparison
with other measures of trophic state, the development of nutrient budgets, and its
application to lake modeling.

Nitrogen. Nitrogen monitoring generaly accompanies phosphorus monitoring
for surface water studies. Many eutrophication problems have been linked either
in part or wholly to nitrogen. Total Kjeldahl nitrogen (TKN) is a measure of
organic nitrogen and ammonia and is typicaly a large constituent. Ammonia
nitrogen, while often in low concentration, may exceed 10 mg/! in the anaerobic
hypolimnion of an eutrophic lake. Nitrate is also useful to determine total nitrogen
and for an assessment of the likelihood of blue-green algae.

The monitoring of treatment program effectiveness when variability is high or
when the change to be detected in a variable is subtle requires more detail and
careful selection of variables, explanatory variables, and monitoring design.
Objectives for level 1| monitoring include detecting trends, impacts, or causality
with water quality variables or pollutant loads.
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Detection of a trend, impact, or causality under level 1l conditions will be rare
without adequate pre-, during, and post-implementation data.

All of the variables discussed for level | monitoring apply to level I monitoring
objectives. However we discuss additional variables that are most likely to apply
to a leve Il monitoring study in this section.

Biological Variables

Leve Il biologica monitoring generally requires more detailed measurements
than are typicaly found in level 1. Approaches for monitoring biological variables
and their explanatory variables are given below.

Pathogens, Viruses, and Intestinal Parasites. Monitoring of the coliform group
of bacteria may not provide sufficient information on the safety of water supply,
contact recreation, or shellfish potentially contaminated with pathogens from
animal waste effluent or urban runoff. Animal waste sometimes contains disease-
causing agents that can be persistent for an extended period Of time. Monitoring
specific disease-causing agents and their pathways may be necessary to document
abatement.

Pathogenic Bacteria. Many factors are thought to influence the surviva of a
pathogenic bacterium from the time it leaves the colon of the host animal to the
time the pathogen can reach the water course. As the amount of time in waste
storage increases, die-off rates also increase, reducing the risk to water when the
manure is spread on the field or pasture. Temperature and the treatment of the
waste aso affect the lifespan of the bacteria

Viruses. Animal waste is known as a vector for viruses, however, the study of
viruses is not very well developed, nor are monitoring methods highly refined.
Virusesaremeasuredorcountedfromcellcultureoran  infected animal (Thomann
and Mueller 1987).

Pathogenic Protozoa. Incidence of intestinal protozoa such as Giardia lambia is
on the rise, and most often humans are reported as the host. In addition, ofconcem
to human health are other pathogens in this group, such as amoeba and nematodes.

Phytoplankton. Variables for monitoring phytoplankton in lakes include taxon-
omy, biovolume, density, chlorophyll a, productivity, and the aga growth
potential test. Phytoplankton are sensitive to the physical and chemica changes
that occur in the photic zone. Wind can move phytoplankton to the leeward side
of the lake, making phytoplankton distribution patchy. Seasona succession can
also hinder trend detection. With careful choice of variables, explanatory vari-
ables, and sampling design, phytoplankton monitoring can show impact.

Algal Taxonomy. Phytoplankton species composition may respond to changes in
nutrients, light, and other physical, chemical, and biological features of the water
column. Species and abundance information can be used to track nuisance blue-
greens or other important species for detecting trends.

Biovolume. Biovolumeis one of the variables, dong with density and chlorophyll
a, to monitor phytoplankton production. Biovolume (mm?/m?) is the volume of
living algal material in a unit area (NCNRCD 1992). The volume of individual
cells measured as part of the procedure to calculate biovolume (NCNRCD 1992).
Biovolume and density measurements may also help to track alga blooms.
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Density. Algd density is the number of units or individual agae in a sample
(NCNRCD 1992). A unit may be defined as a single cell, a filament, or a colony.
When monitoring biovolume and density, both the numberofcells and the number
of units are recorded.

Chlorophyll a Tracking chlorophyll @ can provide important evidence for lake
restoration programs. This variable is-part of many state lake quaity standards
(NALMS 1988). Chlorophyll has also been empirically related to other trophic
state variables (see Reckhow and Chapra 1983; Coffey et a. 1989; Reckhow et a.
1991).

Phaeophyton is a degradation product of chlorophyll that also absorbs light at the
same wavelength, impeding the measurement of chlorophyll. The concentration
of phaeophyton is greatest during bloom conditions. Accurate lab analysis
accounts for phaeophyton by subtracting it from the chlorophyll concentration.

Productivity. Phytoplankton productivity, along with that of macrophytes and
periphyton, generates the vast majority of a lake's organic matter from carbon
dioxide, water, and nutrients. Where phytoplankton dominate production, changes
in nutrient input should change productivity. Methods to determine productivity
are fairly well developed, but results are only as representative as the conditions
of the test. Lind (1985) gives the methods for the light and dark bottle oxygen
production-consumption and the **C carbon dioxide uptake technique to estimate
productivity.

The light and dark bottle technique may be appropriate for monitoring eutrophic
lake productivity where a high sensitivity is not needed. The method is the least
expensive and can detect a change of photosynthesis of 20 mg C/m*/hr (Strickland
1960).

The C technique is suited for studies in oligotrophic lakes, where the method
must be more sensitive to detect a change on the order of 0.1 to 1 mg C/m3/hr
(Wetzel 1983). Changes in photosynthetic activity of species may be due to
changes in nutrient composition or inhibition by a herbicide. The impacts of
herbicides are difficult to detect in the field.

Productivity is expressed on an areal basis for the entire lake. Samples should be
taken for various depths within the photic zone to estimate total productivity for
the water column (Lind 1985). Spatial gradients and the effects of season should
be considered when designing the sampling program.

Algal Growth Potentiad Test The USEPA (Raschke and Schultz 1987) has
developed the algal growth potential test (AGPT) to determine the potential for
nutrients in water or sediment to support or inhibit growth. The test can provide
information on the biocavailability of nutrients and aga response to nutrient
constituents or changes in constituents. The AGPT can be used for pollutant source
identifying and tracking controls through monitoring the bioavailability of
phosphorus in tributary or streambank suspended sediments, water body sedi-
ment, or other locations in the water column. Algae in the AGPT may respond
more quickly and may be less influenced by confounding factors than response
variables higher in the food chain.

Periphyton. In streams and shalow areas of lakes, monitoring periphyton may be
used to detect changes in chemical conditions (herbicides) or productivity.
Periphyton include protozoa, rotifers, nematodes, bacteria, diatoms, and blue-
green agae, along with detritus attached to sediment, sand, rock, or other plants.
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Variables to consider include the number of taxa and their abundance. For
estimating periphyton biomass or production, collections can be made using an
artificial substrate such as a glass dide. Also periphyton on rocks or logs may also
be sampled, but estimating production with this method is more difficult.
Periphytoncollected on artificial substrate may not mimic natural populations, but
they can be useful when an inadequate sample size is available on natura
substrates.

Macrophytes. Estimation of areal macroinvertebrate biomass can be completed
by adiver taking standard area plot collections of plant tissue (Canfield and Duarte
1988; Kelly 1989). Species are determined and the sample is dewatered in a
standardized manner and weight. Areal biomass should be estimated by its density
and theextent ofthe species. Variation ingpeciesand biomass may be due to depth,
wind effects, substrate, time of year, and water column nutrients or light.

Macroinvertebrates. A qualitative protocol for macroinvertebrate sampling and
data analysis is presented by Lenat (1988). The protocol is based on monitoring
multiple habitats at a stream station. More taxa are potentialy collected than with
the kick net or Surber sampler.

The qualitative collection protocol uses coarse mesh samplers to monitor riffles,
snags, streambanks, and leaf packs. A fine mesh sampler may be used to process
samples from rocks, logs, and sand, and visua collections consist of picking
macroinvertebrates from large rocks or logs. Macroinvertebrates are separated
from organic matter and picked in the field or preserved. A description of the
method and testing of the protocol with kick samples and a water quality index
(chemical data) are presented by Lenat (1988).

Zooplankton. Level Il zooplankton work may to answer questions about zo-
oplankton grazing and their effect on agal productivity, or zooplankton as a
source of food for fish. Patterns of seasonal succession are likely to play an
important role. The relative importance of zooplankton on lake productivity
should be assessed to determine the proper emphasis of this group in the efforts
and budget of project monitoring.

Fish. The fish species, type of water resource, habitat conditions, and variable of
interest will determine the best monitoring methods. Hocutt and Stauffer (1980)
provide examples of fish monitoring methods in streams, reservoirs, and lakes.

Other fish variables may be the presence/absence or abundance of individual
species, density orbiomass. Recruitment success and population size structure can
be determined yearly based on the length-frequency distribution

The IBI (Karr et a. 1986) may also be used for level 11 monitoring, especialy if
individual metrics are chosen or developed. Generally a level | procedure and
enumerations could replace ratings to produce more quantitative data.

Fish spawning environment. The reproductive success of fish can depend
heavily upon the condition and quality of the spawning substrate and interstitial
and overlying water. Recent testing of embryo survival in simulated spawning
environments has been conducted- for stream salmonids habitats of the West
(Burton and Harvey 1990).
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Bioassay. Biological systems may be used to assess current conditions or to
estimate the effect or impact of pollutants on single or multiple species. Bioassays
are a very systematic means of determining the effect of a chemical concentration
orotherattribute of the aquatic environment on the survival, growth, reproduction,
or physiology of an organism or group of organisms. When the findings of the
work have direct meaning to management objectives, the resul ts can be very useful
andcan beusedas thebasisforcleardirectionforsettinggoal sandevenregul ation.

The benefits of extending the findings from bioassay from one species to another
or interpreting confounding influences are less obvious. Maltby and Calow (1989)
reviewed the application of bioassays and found that the responses observed in
particular systems were not transferable or relevant to others, and that the
mechanism of the response should be part of the theoretica framework for
designing the bioassay.

Habitat Variables

Macroinvertebrate and fish habitat assessment for streams and lakes, and their
riparian and shoreline areas, are discussed below. More direct measurements and
fewer ratings are suggested for level 11.

Stream Macroinvertebrate Habitat. The physical and chemica quality of the
stream and its substrate are the major features of macroinvertebrate habitat.
Initially monitoring hydrologic properties and substrate quality are priority
habitat variables. Some protocols also include organic matter and interstitial water
chemistry. Wiederholm (1984) discusses lake and stream macroinvertebrate
response to various pollutants.

Hydrologic Parameters. The stability of an aquatic environment is dependent
upon the presence, discharge, and velocity of water. Both low flows (eg., low
precipitation, low water table, or withdrawals) and mgjor runoff events should be
tracked. Water velocity (distance moved per unit time) and depth may have an
important influence on the structure of benthic communities (Osborne and
Hendricks 1983). The Instream Flow Incremental Methodology (IFIM)isa
technique for recommending flows for streesm management. The IFIM was
developed by the US Fish and Wildlife Service with the primary objective of
assessing the changes in fish-standing crop and species composition due to
changes in streamflow (Bovee 1978). Some IFIM studies have been applied to
benthic organisms (Gore and Judy 1981).

Newbury (1984) discusses stream hydrologic habitat assessment and identifies
potentially important variables to consider.

Substratum Habitats. The substrate consists of parent material, human trash, and
organic matter such as leaves, branches, logs, grass, filamentous algae, moss, €tc.
Meacroinvertebrates live on the substrate and are especialy adapted for clinging
and attaching to it. The substrate functions as a place for burrowing, escapement,
protection from current, or a place to construct a case or deposit eggs. Minshall
(1984) provides a list of potentialy useful substrate variables for evaluating
macroinvertebrate habitat. Chapman and McLeod (1987) provide a detailed
literature review of the importance and measurement of substrate variables.

Sediments should also be disturbed to determine and document the presence and
extent of odors, oils, and deposits (Plafkin et al. 1989). Sewage, petroleum, and
chemica odors or anaerobic conditions should also be documented. Past anaero-



Stream Fish Habitat

Monitoring Program Objectives

bic conditions may be indicated by the blackened condition of the undersides of
streambed rocks. The general extent of sediment oils and sediment deposits such
as dudge, sawdust, paper fiber, sand, or relict shells should be noted (Plafkin et
al. 1989). Any abnormalities should be evaluated to determine if further investi-
gation is needed on pollutant sources and impacts.

Course Particulate Organic Matter (CPOM). Plant debris (e.g., leaves, twigs,
bark) that accumulatesin areas of slower moving water may be sampled for stream
benthos in the shredder group. Shredders are particularly sensitive to toxins that
often adsorb to CPOM (Plafkin et a. 1989).

Interstitial Water. The substrate-water interface is critical as macroinvertebrate
habitat. An evaluation of watershed land use or the water column may prompt
chemica andysis (nutrients, metas, toxins) of the quality of interstitial water
within the substrate and just above the sediment-water interface. Sampling depths
may be based on substrate characteristics and known habitat requirements.
Methods for collecting interstitial water are provided by Simon et a. (1985).

Water Column Parameters. An assessment of water column physica and
chemical constituents may be basic information for macroinvertebrate commu-
nity monitoring. Depending upon objectives, useful water column variables
include: temperature, dissolved oxygen, pH, conductivity, transparency, turbid-
ity, color, nutrients, akalinity, conductivity, metals, pesticides, and toxins.

Stream Fish Habitat. To monitor the effect of land treatment on stream fish,
evaluate ecological conditions that will support the fishery and site potential.
Stream fish habitat or riverine-riparian habitat includes the riparian vegetation and
the designated use of the land and water in the stream channel.

Land use management practices may cause fish population changes, but it is often
difficult to show causality. Changes in fishery management and angler harvest
also impair trend detection. Assessment of impact requires site-specific evauation
of habitat conditions and fish population fluctuations both before and after
treatment (Platts and Nelson 1988). Many habitat features influence fish commu-
nities, and the variables and methods for their measurement can vary widely.
Stochastic events such as storms or drought should aso be tracked since they can
regulate the structure of stream fish assemblages (Schlosser 1985).

Riverine-Riparian Community Classification. A system of classification pro-
vides a basis for resource categorizing (Youngblood et a. 1985) and monitoring
along with BMP selection and application (Platts 1989). While unique riverine-
riparian communities may exist, the development of monitoring protocols is likely
to benefit from some method of classification. The classification can standardize
monitoringand provideaframeworkforcommunication between thescientist and
decision-maker.

The riverine-riparian classification is based on a system of geoclimatic factors.
The classification is hierarchical and may be described in the context of mapping
scales as in Lotspeich and Platts (1982). The ecoregion is the largest mapping
scale, with successively smaller divisions such as geologic district, land type, land
forms. The lowest is the vegetation type. The concept is based on an integrated
land-aguatic classification that is used within ecoregions or when ecoregion
mapping units do not match the desired characteristics.
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Riparian-riverine community classification may be defined by riparian vegetative
type. Managers assume that the congtituent communities of a taxonomic unit will
respond in the same way to similar management (Platts et al. 1987). Differing from
forest or rangeland terms, riparian communities are classified by present rather
than climax community type. Platts etal. (1987) identifies field and office methods
for riparian community classification.

Transects, Maps, and Aerial Photography for Habitat M easurements. Mon-
itoring along a transect is useful for consistent collection and organization of
stream habitat data. Figure 3.2a illustrates the arrangement of transects for stream
treatment and control measurements perpendicular to the main direction of flow.
In the figure, the livestock exclosure, where livestock are excluded, is the
treatment. Figure 3.2b shows the use of cross-sectional transects (transect 35 and
26) and media transects (transects ED, DC, etc.) for stream reach habitat
measurements. Figures 3.2c and 3.2d show types of measurements made for a
detailed cross-sectional survey. As in Figures 3.2c and 3.2d, some stable feature
of the landscape, such as a stake, or fence post may be used to mark the beginning
and end of each transect and as a reference for future data collection.

Drawing a diagrammatic map of a stream reach may require more measurements
at the onset than transects, but more details may be quantified, and stream features
that remain unchanged in the origina map may be retained for future evaluations.
An example of an idealized stream section is given in Figure 3.3a, and a
diagrammatic map with habitat areas determined by planimetry, or a computer-
alded digitizing tablet, is shown in Figure 3.3b. Photographs may also be used for
documenting habitat conditions not easily described or measured.

Habitat requirements for the entire range of the species must be considered, not
just the monitoring station (Hendricks et a. 1980). For restoration of a fishery in
a second-order stream impaired by sediment, monitoring only sediment delivery
to that reach may not quantify all relevant aspects of restoration. If spawning
habitat and upstream macroinvertebrate food sources are not protected, then the
downstream fishery may not recover (Karr and Dudiey 1981). Tributary streams
may also be important as spawning areas for some lake fishes.

Aerial photos can be used to identify many characteristics of habitat for a large
area. However, ground sampling is necessary to supplement aerial photos through
ground truthing and identification of some species. Platts et al. (1987) provide a
list of variables and methods for monitoring with aeria photos. Habitat variables
to monitor grazing impacts include areas covered with vegetation and bare soil,
stream width, stream channel and streambank stability, and width and area of the
riparian zone (Platts et a. 1987).

Fish Habitat Models. Severd models have been developed to aid in the
evduation of stream fish habitat. Understanding the limits of the model through
a review of assumptions, the development data set, and the geographic range will
help to avoid misapplication. Habitat models are not likely to be able to estimate
fish abundance or biomass since populations may be limited by the impact of
pollution or other nonhabitat factors. However, habitat models can provide a
standardized framework for consistent habitat monitoring and modeling.

The US Fish and Wildlife Service has proposed the use of the Habitat Evaluation
Procedure (HEP) (Terrell et a. 1982) and the Instream Flow Incremental Meth-
odology (IFIM) (Stalnaker 1982). The models share a component called PHABSIM
that is based on the assumption that fish population fluctuations are driven by
physical habitat variables such as depth, velocity, substrate, and cover. If the
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habitat model variables remain stable or show little fluctuation, then the model
assumes fish populations will also remain stable. Mathur et a. (1985), Karr et a.
(1986), and Platts and Nelson (1988) have reviewed models based on PHABSIM
and have found limitations to their use.

The US Forest Service COWFISH model (Lloyd 1986) was designed for use in
the western United States for estimating past and current livestock impacts on
riparian and instream conditions. The model is not intended to estimate fish
population variables or to replace current models developed for that purpose;
however, the results of COWFISH may be included in the Habitat Suitability
Index (Hickman and Raleigh 1982) to estimate optimum and existing catchable
fish populations. The geographic range for model development is Nevada, Utah,
Montana, and ldaho. The input variables include the extent of streambank
undercut, vegetation overhang, and bare soil or trampling.

Instream variables include cobble embeddedness, width, and depth. Stream
gradient and soil type are also considered. Shepard (1989) used COWFISH to
evauate livestock impacts in Montana and found the model produced both
reasonable and imprecise estimates of catchable trout depending upon the species
composition of the stream.

Instream Habitat Parameters. Analysis of some life cycle and biotic interac-
tions may be necessary if impacts go beyond effects of pollutants and habitat.
Monitoring life cycle conditions needed for spawning, embryo survival, young-
of-the-year hiding, and the requirements for juveniles and adults may be useful,
with some evauations focusing on the requirements for one or more life cycle
stages. Predator-prey relationships may also be assessed. Habitat requirements for
forage fishes may be a part of habitat analysis.
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Biotic interactions may determine extent or absence of a species or community
independent of environmenta quality or management. These interactions may be
important for tracking the effects of pollutants or controls on fish populations.
Other interactions to consider are competition, predation, disease, and parasitism.

Energy and organic matter processing in the stream ecosystem. Organic
energy sources for stream fauna of terrestrial origin include leaves, branches, tree
trunks, other organic matter, and algae. The process of organic matter generation
and cycling regulates food availability, which in turn helps structure the stream
community. Species and groups of benthic macroinvertebrates are specialized in
their ability to consume organic matter for a given particle. Empirica studies of
the fisheries habitat quality and community attributes may be used as aids in
determination of variables (Oswood and Barber 1982) size, type, and origin
(Minshall et al. 1985).

Lake and Reservoir Fish Habitat Evaluations. Few methodologies are avail-
able for the assessment of lake habitat quality. Critical conditions to consider are
reproduction, hiding, and food in each identified habitat zone.

Lake habitat zones are typicaly demonstrated by depth and by the presence or
absence of vegetation attached to the bottom. A simplified cross-sectiona view of
lake habitat zones is given in Figure 3.4. A lake may be divided into three zones:
the littoral, pelagic, and profundal. The littoral zone extends from the shoreline
toward the open water to the point where the bottom becomes devoid of
vegetation. The pelagic zone is the free open water exclusive of the littoral zone.
Below the pelagic zone is the profundal zone which, if it exists, is devoid of
vegetation.

Littoral Zone. The shalow area around the perimeter of the lake, which can
extend to the middle of shallow lakes, supports a wide range of heterogeneous and
patchy habitats. Littoral flora may also include wetland species of macrophytes
and periphyton. Production by this group of plants can be substantial and can
exceed that of the open-water pelagic zone. Lake bottom characteristics may in
part determine the species composition of macrophyte stands. Light availability
is important for regulating macrophyte species production and composition
(Wetzel 1983). In turn, macrophyte and periphyton production may influence
chemical and physical properties of the lake as well as tht composition, and
production of insects, larger invertebrates, and fish. While more studies are
needed, fisheries managers will benefit from evaluating littoral habitat composi-
tion and function.

Pelagic Zone. The habitat of the pelagic zone is generally more homogeneous and
less patchy compared with the littoral zone, athough gradients and discontinuities
are common. This open-water surface layer of lakes produces free-floating algae
cdled phytoplankton. The health or condition of a lake may be measured by
phytoplankton speciescomposition orbiomass. Lake response to reduced nutrient
loading is first expected in the phytoplankton community. However, inhibiting
factors such as food-web interactions between phytoplankton, zooplankton, and
fish, for example, can mask the effect of controls. Therefore, food web compo-
nents and their variability should measure ecosystem impact.

Profundal Zone. Compared with the littord zone, the profundal zone is more
homogeneous and generally contains fewer benthic animal taxa. The profundal
zone is essentially devoid of light and photosynthetic activity. Particulate matter
(plankton, detritus) from the pelagic zone fdls through the water column into the
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profundal zone and then to the sediments, where it settles and decomposes. As a
lake becomes more productive, the process is accelerated, and larger amounts of
organic matter are deposited, increasing the depth of the sediments. Decomposi-
tion of organic matter increases oxygen demand, which reduces hypolimnetic
oxygen concentration, sometimes below the levelcritical for fish and other aguatic
animals. Loss of hypolimnetic oxygen decreases benthic animal taxa richness and
numbers.

Interaction of Lake Zones. Understanding the interaction between the three lake
zones is important for assessing impact. Wetzel (1983) has documented the
biogeochemical linkages between the littoral and pelagic zone. The organic and
sediment materials that fall from the pelagic zone into the profundal zone may
become recycled back to the pelagic zone during turnover.

Riparian and Shoreline Habitat Evaluations. Platts et al. (1983, 1987) provide
comprehensive guidance on riparian habitat monitoring.

Riparian Vegetation. Plants growing on a streambank and flood plain influence
streamside and instream conditions. Riparian plants stabilize shoreline areas,
supply organic matter for organisms, reduce water velocity in'streams, provide
cover and food for fish, and intercept, control. and store solar radiation inputs to
the stream environment (Platts et a. 1987).

Several riparian vegetation variables may be used for evauation based on a
numerica rating system. They include vegetative use by animals (such as grazing)
and the effects of cattle crossings, vegetative overhang, streambank stability, and
streamside cover. Detailed guidance on electronic forage analysis is also provided
by Platts et al. (1987) for determining forage vegetative production and use by
grazing animals in large areas.

Riparian Soils. Platts et a. (1987) define riverine geomorphic terms and the
processes that affect the distribution of sediments. They also describe soil
characteristics such as soil genesis, morphology, and taxonomy.

M easurements Above the Water Column. The vegetation of the shoreline and
the canopy affect shoreline stability, channel roughness, and running water out-
of-bank velocity. Both vegetation and topography affect shading, light intensity,
and heating effects on the water column. Light and heat affect many water quality
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variables, such as water temperature, aquatic plant production, and dissolved
oxygen. Platts et al. (1987) provide information on the use of instruments to assess
vegetative and topographic features above the water column.

Streambanks. Ray and Megahan (1978) developed a procedure for measuring
streambank morphology, erosion, and deposition. Detailed streambank invento-
ries may be recorded and mapped to monitor present conditions or changes in
morphology through time.

Platts et a. (1987) provide methods for evauating and rating streambank soil
alteration to assess the effect of land-use changes on streambankstability and how
bankstability could affect fish. Other measurements that are likely to be important
for fisheries habitat evaluations include stresmbank undercut, stream shore water
depth, and stream channel bank angle.

Organic Matter. The size, type, and amount of organic material available as food
for macroinvertebrates and other levels of the food web in the stream environment
can be determined. Organic matter ranges in size from fine particles to whole trees,
and stability from living green plants to highly decomposed and refracting residue.
Platts et a. (1987) provide details on classification, measurement, and mapping
of organic matter for riparian evauations.

Chemical and Physical Monitoring

The discussion of level | monitoring adequately describes the level of detall
needed for the monitoring of most chemical and physical variables. Monitoring
these variables for level 1l increases complexity of design. Monitoring pesticides,
chemicaly contaminated sediment, and sedimentation are the main themes of
level 1l chemical and physica monitoring.

Pesticides. Compounds likely to be a threat or to cause a known impairment
should be monitored to determine the level of contamination. Pesticide detections
are generally of concern. Also where standards are violated, then the risk to human
and aguatic health should be evaluated.

Because analytical procedures must be targeted to a specific pesticide or its
metabolite, the county health department should be involved in initial problem
assessments. Thereafter, state labs used for assessing environmental health should
be consulted. In addition, some out-of-state labs may be able to compete with the
quality control, quality assurance, and the costs of an in-state private lab.

Chemically Contaminated Sediment_ Impairment may be documented by
comparing contaminated sediments with sediments in reference areas or by a
relating sediment contamination to some biological effect. Methods for problem
identification and monitoring are provided by USEPA (1988) in a review of the
present state of numeric- or chemical-specific methods and the more genera
descriptive methods.

A compendium on monitoring sediment quality provides an overview of methods
that are used to assess chemically-contaminated sediments (Tetra Tech 1989).
Numeric methods for toxicity and tissue testing are given, along with descriptive
methods using benthos, to assess sediment quality using benthos. Sediment
chemica contamination, sediment toxicity, and benthic community structure are
assessed in the sediment quality triad procedure.
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Sedimentation. Mcintyre et a. (1989) and Mclntyre and Naney (1990) provide
an example of using Cesium-137 isotope tracers to determine sedimentation rates
for different periods of land use from 1880 to recently. Historical sedimentation
may serve as a baseline for comparison to measured rates for trend detection.

Monitoring the loading rate is very useful measure for evaluating current condi-
tions, trends in pollutant loading, or evaluating the effect of land treatment. The
loading rate or the mass of pollutant exported per unit time (e.g., 1b/yr)isabasic
measurement for eutrophication studies and pollutant budgets. Loading rates are
directly comparable to one another but they can be vary significantly from year
to year.

The three mgjor tasks for determining pollutant loads are:
1. measuring water discharge (cubic feet per second);
2. measuring pollutant concentration (milligrams per liter); and

3. caculating pollutant loads (multiplying discharge times concentration over
a year).

The primary difference between level | and level II load monitoring is the type of
sampling gear, time required, and overall cost. Level | load monitoring does not
require continuous stream gaging to measure discharge. Grab sampling is used to
obtain water samples to measure concentration for level 1. Level Il load monitor-
ing requires continuous stream gaging to measure discharge and an automatic
sampler to take water quality samples.

Where there is a lower variability in discharge and where peak flows are not
extreme, as in the case of PS and irrigation return flows, level I load monitoring
may be employed. For other cases with high variability in discharge, large errors
in the loading estimate should be expected.

Severa methods may be used to determine Level 1 stream discharge measure-
ments. Sampling sites should have a stable stream bed and a natural downstream
control. A current meter may be used to measure stream velocity using either a
rotating propeller or cup wheel. Because stream velocity varies by depth in the
channel and the location, several measurements must be made to measure
instantaneous velocity and calculate the average velocity. Using a measurement
of the cross-sectional area, and multiplying times average velocity, the total
discharge can then be calculated.

A dtaff gage or tape measurements (distance from bridge to water level) used to
determine water level elevation may aso serve to determine level | stream
discharge. To calculate discharge based on water level elevation, a stage discharge
relationship is developed from detailed measurements of the stream bed and
known discharges for several stream elevations. The resulting stage discharge
relationship or rating curve can be used to estimate discharge based on elevation
of the water surface at the time of sampling.

To sample pollutant concentrations a grab sampling technique may be used. The
concentration sample should be taken at the same location in the stream for each
and every sample. Sampling depth and sample handling protocols should be
developed. Overdl a predetermined schedule should be developed for sampling
both discharge and concentration. Wedepohl et a. (1990) provide several methods
to calculate pollutant loads.



Monitoring Program Objectives

Level Il Pollutant Loading Leve 11 load monitoring is essential for small watersheds with high pesk flows,
Rate Monitoring and in situations where a continuous record of discharge and automatic sampling

of pollutant concentration is needed. Level 11 load monitoring requires a complex

and typicaly expensive sampling protocol to measure discharge and pollutant

concentration. However, there are good references for measuring loads, such as

—Rantz (1982), Brakensiek et a. (1979), and Wedepohl et a. (1990). The US

Geological Survey is a direct source of information on stream discharge measure-

ments.

Continuous discharge measurements for level 1l require instruments to record
stage upstream from either a natural control or a structural control such as a weir
or flume. Automatic samplers are used to collect concentration samples at a
regular interval (e.g., eight or 24 hours).
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Monitoring objectives, pollutantsources, and bud- 4

get dictate much of the design. The need for moni-

toring a spatial control and the need to quantify

conditions before, during, and after land treatment
comprise the remainder of design decisions. Fi-
nally, the manager should verify that the monitor-

Monitoring
Program Design

ing committee’s design w:!l address the monitoring

objective.

A time series must be obtained
fo document changes in water
quality due to land treatment.
Measurements should either
be taken at regularly timed
intervals (e.g., every 7 or 74
days) or for specified periods
and for a sufficient length of
time using comparable,

consistent methods.

For trend detection, the
monitoring objective should
be translated into a testable
statistical hypothesis.

The monitoring program design is the framework for sampling, data analysis, and
the interpretation of results. Typically, the objective of a NPS pollution control
project is to document changes in water quality that are related to the NPS controls.
Monitoring both the water quality and the land treatment/land use in a project can
provide vauable feedback regarding the impact of land management on water
quaity. This chapter emphasizes land treatment and water quaity monitoring
designs to meet the objectives of detecting trends and/or direct impacts of land
treatment on water quality; in addition, objectives for evaluating current condi-
tions and problem documentation are discussed.

A time series must be obtained to document changes in water quality due to land
treatment. Measurements should either be taken at regularly timed intervals (e.g.,
every 7 or 14 days) or for specified periods and for a sufficient length of time using
comparable, consistent methods.

The components of atime series are both deterministic and random. The determin-
istic component changes in a predictable manner and is assumed or known without
error (e.g., time, seasond cycles, or treatment strength). The random component is
measured with error and consists of unexplained factors that hinder the detection of
the trend. To detect a trend, the random component and complex deterministic
factors such as cycles (e.g., climatic or life cycle), and the dependence of one
observation on the next (seria correlation), must be taken into account.

Improvement from NPS control occurs gradually, and few, if any, agricultura
NPS control studies have shown a step trend in the receiving water. More often the
change is incremental and subtle, and visua detection of a change can result in
false conclusions: claiming progress where none has occurred, or failing to detect
small but real improvement. Therefore, NPS monitoring to detect changes in water
quaity due to land treatment requires an experimental design to isolate land
treatment effects.

For trend detection, the monitoring objective should be trandated into a testable
statistical hypothesis to provide structure to the experimental design. The null
hypothesis states that no change is expected. The monitoring survey is designed,
using the principles of experimentation, to test the null. If the design is sound and
statistical testing shows the null hypothesis to be fase, then a change can be
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Formulating a Specific
Monitoring Objective

Monitoring Objectives

Evaluation of Current
Conditions
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inferred. Otherwise, the monitoring survey should conclude that the objective was
not met, or detection of change was overcome by extreme variability. In either
case, with a sound objective, well-formulated hypothesis, and careful design, the
monitoring survey may be expected to produce vauable information.

If it is not obvious that the management action is likely to cause an observable
change (e.g., when there are uncontrolled sources, inadequate treatment, or
variability masks the detection of treatment), a more sophisticated monitoring
design, making use of a carefully chosen set of spatial and temporal controls, may
beneededtoprovideevidenceofanimpact. Inothercases the magnitudeofchange
expected may be too small to detect. Failure to think through the design can result
in wasted data collection and inconclusive results.

Below are methods for specifying objectives for incorporation into the experimen-
tal design of the monitoring program. Analysis of existing data can provide
information on system variability which is useful for developing the design.
Reducing the MDC will increase the chances of datitical significance and
improve the power of the test.

A monitoring objective should be narrowly and clearly defined to address a
specific problem at an appropriate level of detail. Spatial and tempora information
related to the problem is essential for implementing a successful monitoring
program. The monitoring objective specifies, where appropriate, the primary
variable(s), the degree of causality or other relationship, and the anticipated result
of the management action. Example monitoring objectives include:

B to evaluate current conditions in Long Creek by analyzing ecologica integrity
and suitability of the creek as a water supply;

B to document the water quality problems in Highland Silver Lake by identify-
ing specific pollutant constituents, their magnitude, sources, and impacts on the
designated uses of Highland Silver Lake;

B to detect the trends in the dissolved oxygen concentrations in Hope Creek due
to the municipa treatment plant upgrade;

B to evauate the impact of critica area manure management practices on the
frequency of algal blooms in Green Lake;

B to determine the effect of implementing BMPs on sediment and nutrient loads
entering Grand Lake from the Grand River watershed.

The discussion of monitoring objectives serves as a framework for the monitoring
program design discussed below.

The purpose of assessing current conditions or ecologica integrity is to evaluate
the overall health of the aguatic resource, to determine if the designated use is
being attained, and to evaluate the ecological potential of the resource. The
USEPA Rapid Bioassessment for Use in Streams and Rivers (Plafkin et al. 1989)
provides a method for collecting and integrating habitat, water quality, and
biosurvey data to evaluate current conditions. Habitat is an important determinant
of ecologica potential and provides the basis for further ecologica investigations.

Knowing current conditions helps the manager understand the potentia for
remediation of the water resource. For example, in an agricultural watershed,



Problem Documentation

Carefully designing and
documenting the water
quality problem is one of the
most important steps for
NPS pollution control and

water quality monitoring.

Monitoring Program Design

severe stresmbank and cropland erosion may have caused a stream bed to be filled
with sand and silt. The biological potential would be limited by habitat impair-
ments that reduce fish reproduction capability. Even with extensive implementa-
tion of BMPs on cropland and streambanks, the stream may take a long time to
flush excess sediment and achieve an improved habitat condition.

In general, awater resource in a predominantly urban or agricultural watershed has
a lower potential habitat condition than one in a forested watershed. The overal
ecological condition of the resource will be limited by the present and the potentia
habitat conditions.

Problem identification and the careful documentation of the water quality problem
with monitoring are essential for projects interested in improving water quality
through the implementation of BMPs.

Carefully designing and documenting the water quality problem is one of the most
important steps for NPS pollution control and water quality monitoring. An
effective approach is to implement a problem identification monitoring program
lasting6 to 18 months. Problem identification monitoring uses asite-specific plan
to identify pollution sources and impacts during the seasons of greatest pollutant
loading (e.g., spring runoff, snowmelt) and during the season when impairments
are noted (e.g., alga blooms).

Problem Documentation Monitoring Stations

There are three types of problem documentation monitoring stations. a) tributary,
b) main stem stream, and c¢) wetland or lake. A mixture of station types (depending
upon the situation and cost) may be useful to document the problem.

Tributary stations should be located immediately below suspected pollution
sources. Tributary monitoring helps to identify pollution sources and their
magnitude or to assess habitat limitations. Tributaries may serve as a source of
food for fish or they may provide critical habitat for the managed water resource.
Monitoring the main stem stream (primary drainage channel) alone is inadequate
to identify sources of pollution because the main stem stream dilutes and
assimilates tributary inputs. making identification of pollutant sources areas
difficult.

Tributary stations are especialy useful for identifying pollution sources such as
point sources, animal lots, mobile home parks, quarries, construction sites, and
cropland. Monitoring above and below sources may be needed and is encouraged
if discrete source inputs can be identified and it is necessary to characterize
different sources. Pollutant constituents that match the potential source should be
sampled, along with pollutants that affect the managed resource.

Main stem stream stations serve to show the aggregate of upstream and tributary
effects. Consider chemical, biological, habitat, and streambank analyses that
match the impairment or threat to designated use. Main stem stations should be
located close to suspected sources. Monitoring above and below tributary or point
sources of pollution serves to evaluate their impact. Main stem monitoring shows
the extent that dilution and assimilation affects pollutants and stream quality.

Wetland and lake stations should be selected to match the location of the
impairment or threat to designated use.
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Problem Documentation Sample Timing

Both baseflow and storm conditions should be monitored to identify the problem
and its source using chemical/physical monitoring. Baseflow water chemistry and
discharge samples should be taken at approximately 28-day intervals or more
often. Monitor especialy during the time of the year when the problem is noted.
All baseflow samples need not be at low flow or a aregular interval. The purpose
is to characterize low flow conditions. Guidance on the timing of biologica
monitoring should be available from the state water quality agency.

Storm sampling can be used to document the magnitude of hydrologic and
pollutant impacts. Monitoring should coincide with runoff events associated with
agrichemical applications, manure applications, irrigation season, or other activ-
ities thought to be responsible for the water quality problem. For animal lots with
minimal control of waste, the timing of the storm is not critical, since the problem
should be relatively easy to detect.

Storm samples should be taken during the rise, peak, and faling stream levels
during runoff events. Seasonal and climatic factors should also be considered. If
snowmelt is substantial, monitoring during this time is important. Also consider
historic rainfall patterns. Drought conditions will most likely be unrepresentative
so problem documentation monitoring may have to be extended to represent
typical wet weather and pollutant loading conditions.

Examples of Problem Documentation Monitoring

Water quality problem identification monitoring should seek first to specify
pollutants and conditions responsible for the impairment to the designated use.
Once the water quality problem is identified, the severity of the problem can be
assessed. Clearly identifying the specific pollutant and assessing the problem
assists land treatment staff in identifying critical areas and targeting BMPs.

The source Of bacterial contamination in shellfish or recreational waters may be
difficult to locate. Die-off for bacteria is relatively rapid in cool seasons (an hour
to aweek or more), and sources such as animal and human waste can generally be
defined quickly with a thorough survey and careful monitoring below suspected
watershed pollutant sources.

The Utah and the Oregon RCWP projects monitored above and below dairies to
determine the magnitude of the bacterial contamination (Spooner et al. 1991).

Sources of sediment pollutants are often more widespread and more difficult to
identify than sources of bacteria. For instance, sediment can originate from
cropland, ditches, gullies, roads, forests, and streambanks. Sediment can also re-
enter the water column as aresult of scouring in streams and recirculation in lakes.
A sediment survey and sediment budget are needed to identify watershed sediment
sources, determine sediment delivery, and quantify the relative contribution of
each source.

In the Idaho RCWP project, streambed quality and trout reproductive capacity
were reduced by siltation, and transparency was reduced by high suspended
sediment concentrations. At the onset of the project, agricultural sources were
identified as the primary cause of reduced streambed quality. Further anaysis
showed streambank erosion was also a major contributor of sediment load. The
influx of sediment from streambank erosion made it difficult to document the
effectiveness of cropland BMPs. From the project estimates, the sediment
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contributions from the two major sources, streambank erosion and irrigation
return flow, were similar in magnitude when the project began. In contrast, from
1987 to 1990, monitoring indicated that streambank erosion contributed two to
over five times the amount of sediment added from cropland in the subbasins
during the May through August irrigation season.

In the lllinois RCWP project, turbidity, siltation, and nutrients were thought to
threaten Silver Lake, the water supply for the city of Highland. Sediment survey
results showed that siltation was low, which meant there was little threat of rapid
loss of lake storage capacity. Analysis of lake turbidity indicated that algal
production was limited more by light than by nutrients. It was found that turbidity,
which increased the cost of water treatment, was due mostly to suspended soil
particles. Monitoring demonstrated that loading of fine particle natric soils and
their resuspension from lake sediments was the primary factor causing lake
turbidity. To target pollutant sources, the project placed specia emphasis on
keeping natric soils in place and reducing their delivery into the lake.

Nutrient sources can be the most widespread and the most difficult nonpoint
sources to identify and quantify. Watershed sources include commercia fertilizer,
animal waste, soil reserves, and atmospheric deposition. Streambeds and lake
sediments can release stored nutrients into the water resource, as well.

For the Vermont RCWP project, significant phosphorus loading to St. Albans Bay
originated from a point source, bay sediment, and a wetland adjoining the bay.
Project area soils also contributed part of the total phosphorus load. A budget of
all major phosphorus sources was needed to determine the potentia for reducing
lake or bay phosphorus levels.

The Minnesota RCWP project found high nitrate levels in project area domestic
wells. Sources of nutrients included animal operations and cropland. The topog-
raphy is karst limestone with extensive sinkhole formations. Sinkholes were
thought to be a primary source of conveyance to ground water until lysimeter
studies showed rapid leaching of nitrate from fertilized cropland. Further study
indicated that cropland should be targeted for treatment and sinkholes should be
given a lower priority.

Physical, chemical, and biological variables in the recelving water may undergo
extreme changes without the influence of human activity. Understanding and
monitoring the factors responsible for variability in alocal system are essential for
detecting the improvements expected from management actions. Simple point
estimates taken before and after trestment will not confirm an effect if the natural
variability is typicaly greater than the changes due to trestment. Therefore,
knowledge of the variability and the distribution of the variable is important for
statistical testing. Greater variability requires a larger change in order to determine
that an observed change is not due solely to random events (Spooner et a. 1987b).
Examination of historical data sets can help to identify the magnitude of natura
variability and possible sources.

Management actions may not be detectable as a change in a mean value but rather
as a change in variability. Platts and Nelson (1988) found that a carefully designed
study was required to isolate the large natural fluctuations in trout populations so
that the effects of land use management could be distinguished. They assumed
normal fluctuation patterns were similar between the control and the treatment
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Detecting Impact

Showing Causality

The Hypothesis

area and that treatment-induced effect could be distinguished as a deviation from
the historical pattern.

Monitoring a comparable treatment and control site simultaneoudly is the most
effective design to detect impact. Monitoring a control site provides the data to
separate the impact of treatment from the variability shared by both the treatment
and control. One option is to monitor similar stream stations in paired watersheds-
-one in which there is a management action and the other, without. Likewise, a
survey of treated and reference lakes may show treatment effects. Implementation
can be at the same time or staggered through time to track and account for factors
(e.g., climate) that affect al lakes at once.

Using one or more references can account for system variability (e.g., biologica
response, life cycle, population fluctuations, and hydrologic changes), therefore
reducing the time needed to detect improvement, and providingstrongerstatistical
evidence of cause-and-effect. Disadvantages include the difficulty of finding a
suitable reference site, the need for coordinated monitoring in both systems, and
expense.

To determine causdity, a system of a control site and a treatment site is needed.
Monitoring a control site is necessary to distinguish changes in a variable due to
natural variability from those due to treatment. Mosteller and Tukey (1977)
identify four conditions to show causality or cause-and-effect: association,
consistency, responsiveness, and a mechanism.

Association is shown by demonstrating a relationship between two variables (e.g.,
a correlation between the intensity of management and the apparent reduction in
pollutant loading).

Consistency can be confirmed by observation only and implies the relationship
does not change in different populations (e.g., management action was imple-
mented in several areas and pollutant loading was reduced, depending upon the
effect of treatment, in each case).

Responsiveness is shown in an experiment when a trestment is performed and
there is a corresponding change in a variable.

A mechanism is a plausible step-by-step explanation of how the management
action could cause the observed change. For example, conservation tillage
reduced the edge-of-field losses of sediment, thereby removing a known fraction
of pollutant from runoff to a stream. The result was decreased suspended sediment
concentration in the water column.

Formulating and testing a hypothesis are central to a meaningful monitoring
program for detecting trends and impacts or showing causality. The hypothesis is
not needed for the objectives of evaluating current conditions or documenting the
water quality problem. The remaining discussion will focus on experimenta
design objectives. The experimental design is part of an important framework for
hypothesis testing and the anaysis of results.

The hypothesis is based on the monitoring objective and it provides structure to
the design. The null hypothesis (Ho:) is a statement reflecting that no change or
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no difference can be attributed to the management action. Testing a hypothesis is
based on refuting the null hypothesis in order to infer the alternative hypothesis
(Ha).Thealtemative hypothesisemulates the monitoring objective. Forexample:

Ho: The trend in mean annual dissolved oxygen concentration in Hope Creek has
not increased significantly due to the upgrade at the municipal treatment plant.

Ha: The trend in mean annual dissolved oxygen concentration in Hope Creek has
increased significantly due to the upgrade a the municipal treatment plant.

Ho: The number of agal blooms per growing season in Green Lake has not
declined significantly due to manure management in the watershed.

Ha The number of algal blooms per growing season in Green Lake has declined
significantly due to manure management in the watershed.

Ho: No significant reductions of nutrients and sediment loading to Grand Lake
have resulted from the implementation of BMPs in the Grand River watershed.

Ha: Significant reductions of nutrients and sediment loading to Grand Lake have
resulted from the implementation of BMPs in the Grand River watershed.

Existing data may be used for problem definition, or for a pre-implementation
baseline data set if the collection protocol matches the monitoring objective,
design, and quality assurance/quality control required for the post-implementa-
tion data collection.

Existing data may also be used for assessing concentration/load/biological mea-
surement variability and estimating the number of samples or the time period for
the monitoring survey, based on the desired level of significance and error.

To determine the required sampling frequency and evauate monitoring feasibil-
ity, the minimum detectable change (MDC) should be estimated from historical
records (Spooner etal. 1987a). The MDC is the minimum change ina water quality
variable over time that is considered statistically significant. The larger the MDC,
the more change in water quality is needed to.assure that it was not just a random
fluctuation. It may be reduced by accounting for explanatory variables, increasing
the number of samples per year, and increasing the number of years of monitoring.
Achieving a high level of datistical significance and power when background
variability is high requires a large number of samples and a sophisticated
monitoring design.

The type of change must be defined in relation to the pollutant congtituent and the
water quality problem in order to specify the monitoring objective. For BMPs that
are directed toward reducing acute impacts, monitoring extreme events may
provide evidence of change. However, tracking chronic impacts (e.g., toxins or
nutrients) may require a long-term monitoring program.
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Features of the
Experimental Design

Experimental Designs

The most effective practical
design for monitoring BMP
effectiveness is the paired

watershed design.

Figure 4.1. Paired watershed
design.

4.8

The experimental design features of a monitoring program include spatia and
temporal coverage, control and reference sites, number of samples needed,
preliminary sampling, and properties of estimators.

Monitormg designs that 1nclude a control and a rrearment are discussed by
Spooner et a. (1985) and Spooner (1991).

Paired Watershed Design

Due to the presence of an experimental control for year-to-year hydrologic
variability, the most effective practical design for monitoring BMP effectiveness
is the paired watershed design. This design consists of monitoring downstream
from two or more drainages where at least one drainage has BMP implementation
(treatment) and at least one does not (control). The paired drainages must have
similar precipitation and precipitation response patterns. In addition, the paired
watersheds should be relatively homogeneous with similar land use. The two
watersheds do not have to be identical, but their paired watershed measurements
must be highly correlated. Figure 4.1 shows monitoring stations for an idealized
paired watershedstudy. Monitoring station A would be used to monitorthe control
site and monitoring station B would be used to monitor the treatment watershed.

Ideally the paired watershed design has the following characteristics: @) simulta-
neous (i.e., paired) monitoring below each drainage; b) monitoring at all sites prior

Control Area

Treatment Area

to any land treatment to establish thé relative responses of the drainages (calibra-
tion or pre-treatment period); and c¢) subsequent monitoring where at least one
drainage area continues to serve as a control (i.e, accounts for climatological
variability) throughout the land trestment period.

The cdibration period is generaly one to three years, depending on cropping
patterns and the number of runoff events. The calibration period should include
a full range of weather conditions to reduce the possibility that a post-implemen-
tation event will be out of the range of the cdibration equation.
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Monitoring above a site
can be used to correct for
varying incoming pollutant
sources not related to the
changes in land treatment
in the study area.

Figure 4.2. Upstream/down-
stream and pre- and post-BMP
design.

The VermontRCWP project Tound that the paired watershed design was the most
effective for documenting a linkage between land treatment and water quality
changes on a farm field-watershed over a short (3-5 years) time period.

Upstream/Downstream and Pre-and Post- BMP

Single watersheds can be monitored above and below the pollutant sources.
Monitoring above a site can be used to correct for varying incoming pollutant
sources not related to the changes in land treatment in the study area. Varying
levels of consumptive water use between monitoring points, however, may make
interpretation difficult. This technique is applicable to PS monitoring and may aso
be useful in monitoring the impact of NPS controls when a high correlation exists
between concentrations of the pollutant over time measured at the monitoring sites
above and below BMP implementation. It should be emphasized that this
technique is inappropriate and ineffective unless it is combined with ‘before and
after’ monitoring. The effect of the land treatment cannot be determined unless
there is a comparison between the pre- and post-trestment period. Figure 4.2
shows an idealized upstream/downstream and pre- and post- BMP design. Station
A would be used to monitor upstream of land treatment and station B would be
used to monitor below land treatment.

A 3
Station A

Station B

Year-to-year variability in water quality variable concentrations/loads is often
greater than the BMP-induced change in water quality in any given year or season.
At least two to three years are required (for both pre- and post- BMP periods) to
account for year-to-year variability.

In a pre- and post-monitoring design for monitonng BMP implementation
effectiveness with no control watershed, the changes observed over time may be
primarily due to climate and therefore very difficult to attribute to the NPS
controls. To substantiate a cause-and-effect relationship, the explanatory variable
can adjustforchanges in hydrologicand meteorologicvariability betweenseasons
and years and should be monitored and used as an explanatory variable in the trend
analysis (e.g., in anaysis of covariance).
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Watershed Site
Monitoring

The Idaho, Florida, and Utah RCWP projects found that monitoring upstream and
downstream from BMP implementation on a subwatershed scale was effective in
documenting water quality improvements associated with the RCWP land treat-
ment.

Multiple Watersheds and Pre- and Post- BMP

Comparison of Multiple Watersheds was a common design in the RCWP. This
may be useful when comparingsimilarsubwatersheds, especially when combined
with the before-after and/or the above and below designs. Although there is no
experimental control, observing water quality changes of similar directions and
maghitudes occurring with land trestment changes across severa watersheds
serves to substantiate the evidence for BMP effectiveness. For this design to be
truly effective, approximately one-haf of the subwatersheds need to reman
untreated for the entire monitoring period to be used as comparisons. An effective
design would alow for about 15 treated and 15 untreated subwatersheds over
several years.

The multiple watershed approach was used successfully in the Utah, Florida, and
Vermont RCWP projects. Detection of predicted water quality trends and patterns
over multiple drainage areas improves documentation that the changes in water
quality were attributed to BMPs.

Baseline monitoringduringpre-land treatment implementation is usualy required
to detect a trend or impact or to show causality. Two years of pre-implementation
monitoring and two to five years of post-implementation monitoring are typically
needed. Less time may be needed for edge-of-field studies, when hydrologic
variability is known to be less than typical for largeragricultural systems, orwhen
a paired watershed design is used. Sufficient baseline data are required for impact
assessment  because:

M historical or baseline monitoring is fundamental to the study of the problem,
system function, and variability;

B NPS control projects have difficulty detecting a statistically significant
treatment effect, in part attributable to insufficient baseline; and

B adequate historical or basdline data may be the most reliable and significant
design of the monitoring program if a control is not monitored successfully.

There are three spatial scales for watershed monitoring, edge-of-field, subwater-
shed, and watershed outlet. Criteria for selecting the spatial scale are the monitor-
ing objective, the location and intensity of treatment, funding, and availability of
sampling equipment.

Edge-of-Field

Monitoring pollutant export from a single-field watershed is the most sensitive
scale since the direct effects of implementation can be detected without pollutant
trapping in afield border or stream channel. Edge-of-field monitoring is also ideal
for demonstrations and pilot studies. However, edge-of-field results may not be
directly extrapolated to larger areas (e.g., subwatersheds).
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Reference Sites

Monitoring comparable
treatment and control sites
is an important spatial
feature in a monitoring

design.
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Subwatershed

Monitoring a subwatershed by taking samples close to pollutant sources and
treatment can be useful for observing the aggregate effect of implementation on
agroup offieldsorseveral farms. Subwatershed monitoring networks measure the
aggregate effects of treatment and nontreatment runoff as it enters an upgradient
tributary or the recelving water body. Subwatershed monitoring can aso be used
for targeting critical areas.

Paired subwatersheds are often monitored when tightly controlled experimental
conditions are desired. A pre-implementation hydrologic calibration monitoring
survey of one to three years may be required. Each watershed is monitored in order
to develop a precipitation-runoff model to estimate its relationship with hydro-
logic response and pollutant export.

Watershed

Monitoring at the watershed scale is appropriate for assessing total project area
pollutant load using a single station. Depending on station arrangement, both
subwatershed and watershed outlet studies are very useful for water and pollutant
budget determinations. Monitoring at the watershed outlet is the least sensitive of
the spatial scales for detecting treatment effect. Senditivity of the monitoring
program decreases with increased basin area and decreased treatment extent or
both. In addition, nontreatment effects such as hydrologic variability and
nonhomogeneous land use increase MDC.

Monitoring comparable treatment and control sites is an important feature in a
monitoring design. Monitoring a control site provides the data to separate the
impact of trestment from the variability shared by systems. One option is to
monitor similar stream stations in similarly paired watersheds--one in which there
is a management action and the other, without. Likewise, a survey of treated and
reference lakes may be used to show treatment effects. Implementation can be at
the same time or staggered through time to track and account for factors (eg.,
climate) that affect al lakes at once.

Using one or more reference sites can account for biologica or habitat variability,
therefore reducing the time needed to detect improvement and providing stronger
statistical evidence of cause-effect. Disadvantages include expense and the
difficultyoffindingareferencesimilarinmost featuresexcept forimplementation
and the need for coordinated monitoring in both systems.

The reference site should be part of an ecosystem with the best attainable habitat
and biological components (Plafkin et a. 1989). Reference system conditions
should be similar to the treated area in amost every respect except for the
treatment. The reference and the treatment system should be in the same ecoregion
and their watersheds should have similar geography, soils, and land use. Best
professional judgment should be used to determine if the ecosystem to be treated
has the potential to achieve the quality of the reference ecosystem.

Streams and Rivers

For monitoring streams or rivers, a paired or an upstream-downstream configu-
ration of a network or a control and treatment station should be considered. Both
streams should have similar land use, be of the same order, have similar hydrologic
regime, and be close enough to have approximately the same rainfall.
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Needed

Monitoring at regular
intervals increases the
chance that the monitoring
program can detect a

trend.
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Lakes and Reservoirs

The lake or reservoir reference system should be similar in basin shape, size, and
hydraulicdetention times to the treatment water body. Treatment and control lakes
should mix and stratify similarly. Depending on the monitoring objective, other
nontreatment factors such as land use, habitat, and water chemistry may be
important.

A cross-sectiona study of several lakes within the same region (more than one
treatment or more than one reference lake or both) may be monitored to increase
the chances that the impact will be detected. Carpenter (1989) discusses the
importance of sufficient treatment strength and the advantage of using a network
of multiple treatment and reference lakes for impact assessment. Climatic factors
influencing the entire network of lakes can be tracked to improve the detection of
treatment effect.

For monitoring localized problems on large lakes or reservoirs, a bay or tributary
arm with similar morphometric and hydraulic characteristics may be used as a
reference site; however, careful definition of differences between sites and the
areal extent of treatment effect must be determined.

The time between samples or the sampling interval and the number of sampling
events or years of monitoring are key elements of the sampling design.

For monitoring the state of biological variables, the length of the life cycle may
determine the sampling interval. Level T macroinvertebrate and fish sampling
occurs generaly one to four times a year, with timing adjusted for flows or
reproductive cycles. Level | lake monitoring for water column chemical constitu-
ents may be every 14 days depending on the time of year and the objective. Level
| grab sampling for stream chemical congtituents may be every 7 to 14 days,
monthly, or seasonaly, depending upon the objective.

Monitoring at regular intervals increases the chance that the monitoring program
can detect a trend. Sampling should be repeated within a year for systems where
the temporal variability is estimated for the year or season and for a measure of its
variability (i.e, mean and coefficient of variation). The extent of repeated
sampling within a year is initially specified by the monitoring program objective
and planned statistical analysis to test the null hypothesis. Consideration should
also be given to the seasonal changes and to the life cycle for biota. Minimum
sampling frequency may be two times the length of the life cycle for some hiota

Spooner et a. (19874) developed a method to calculate the MDC in water quality
variables for three RCWP projects. The method was applied to fecal coliform data
for Tillamook Bay, Oregon; total phosphorus and fecal coliform data in Snake
Creek, Utah; and suspended sediment concentrations in Rock Creek, ldaho
subwatersheds. The effect of the MDC with changes in the sampling interval, the
explanatory variable, and the total number of sampling events can be determined.
The concept of the MDC isillustrated in Figure 4.3 for a two-year, four-year, and
a lo-year sampling scheme. Note the decrease in the magnitude of change in
suspended sediment concentration required to detect statistical significance as the
number of years of monitoring increases.



Monitoring Program Design

Figure 4.3 The average percent
annual decrease relative to the
initial yearly geometric mean
downstream sediment
concentration required to detect
a significant decrease over a 2-
year, 4-year, and 1 O-year
monitoring scheme. This annual
decrease is calculated by: (total
percent decrease)/(number of
monitoring years, minus one).
The range over all subbasins is
shown. 20 samples per year are
assumed. (Data from Idaho Rural
Clean Water Program monitoring
data.)
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Reckhow et al. (1989) developed a method to determine the number of sampling
events required to detect a statistically significant change of a given magnitude and
range of error rates. The example provided in Figure 4.4 shows the number of
monthly samples needed to detect a 30% decrease in the tota nitrogen concentration
at the Neuse River at Smithfield, North Carolina. Along the bottom of the figure the
fraction decrease is shown in parenthesis. For an error rate of 30% (0.30) the
approximate number of monthly samples required to detect a 30% decrease is 55.
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Preliminary Sampling

Properties of Estimators

4.14

Preliminary sampling helps to ensure that the population of interest is being
sampled and that its distribution is being evaluated. Preliminary sampling or
previous testing helps avoid the problem of collecting large sets of useless data
because of ineffective gear, improper sample preparation, or preservation. The
target population can be easily missed. especially for biologica monitoring.

The goa for sampling is the collection of a time series of data that can be
summarized for a single time period with a single estimator. Most often the time
series of interest consists of either years or seasons. The estimator is the expected
value, or the mean or another estimate of central tendency (e.g., the median). For
regression analysis, other parameters, such as slope, may be of interest. The
properties of the estimator should be considered so that it relates to the needs of
the sampling program.

Statistical analysis involves testing the properties of sample estimators and their
data sets. The monitoring objective, design, and the degree to which these
assumptions are met by a data set determine the appropriate statistical test.

Normal Distribution

Knowledge of the distribution of water quality variables is important for charac-
terization of water quality and also to determine applicable statistical techniques.
In addition, much more information (e.g., spread, skewness) is contained in the
data distribution as compared to only using point estimates of central tenancy such
as the mean or median.

The normal, log normal, and the gamma distributions are common theoretical
distributions that water quality variables exhibit. The log normal distribution may
be the best for many water quality and hydrologic variables and is widely used in
water quaity studies. If the logarithms of the random variable are normally
distributed, then the random variable itself has a log norma distribution.

No Bias

The sample estimator is a true estimate of the population. Fora normal population,
the sample mean and the sample median (center value of an ordered set) are
unbiased estimators.

Homogeneous Variance

Variability in the y variable at any vaue of x is independent of x-value and is
randomly distributed. The data scatter should be the same for either high or low
values along the x axis.

Independence

Time correlation (tempora autocorrelation) is found when the value of one
measurement is dependent on the previous measurement. If a value is dependent
upon the value of a parameter at another location, then there is spatial autocorre-
lation. Dependencies such as these must be known and accounted for. Sequential
samples taken during a storm are not independent because they are subject to a
common influence, the storm flow. This must be considered when anayzing the
data.
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Linking Water Quality
and Land Treatment

Matching Land
Treatment and Water
Quality Data on a
Drainage Scale

Monitoring for multiple years before and after BMP implementation is essential
for successful documentation of a change in water quality at the subwatershed or
watershed level. Water quality and land use monitoring prior to BMP implemen-
tation is required to establish baseline data for statistical comparisons with post-
BMP data. Consistent sampling frequency and sample collection procedures must
be maintained across seasons and years.

Y ear-to-year variahility is so large that at least two to three years each of pre- and
post- BMP water quality monitoring are required to indicate the improvement in
water quality is consistent. Expected changes that remain consistent over time
improve the relationship between land treatment or land use and water quality.

Short-term  monitoring is seldom effective because climatic and hydrologic
variability can mask water quality changes. However, for smal watersheds
affected by afew relatively large pollutant sources, the required monitoring period
may be shorter. Longer monitoring time periods are required for watersheds in
which water quality changes occur gradually. For example, there may be alag time
for water quality changes to be observed in response to land treatment in large
watersheds and lakes. This lag time may be due to a buffering effect of long
hydraulic residence times and recycling of pollutants.

A good experimental design for water quality and land treatment monitoring is
essential to document a strong relationship between land treatment and water
quaity changes. Common designs include: the paired watershed design, up-
stream-downstream sites monitored before and after land treatment implementa-
tion, or multiple watershed monitoring.

The paired watershed design is the best for documenting BMP effectivenessin the
shortest number of years (at least 3-5 years). This design involves the monitoring
of two or more similar subwatersheds before and after implementation of BMPs
in one of the watersheds. The paired drainages should have similar precipitation
runoff patterns.

Land treatment data must be collected on a hydrologic or drainage basis such that
the land area being tracked corresponds to the drainage area served by the water
quality monitoring station. Being able to match water quality data with land
treatment data increases the likelihood of being able to attribute water quality
changes to BMPs. The more direct the linkage, the stronger the evidence for the
direct effects from land trestment/land use changes on water quality. The land
treatment and water quality data bases must be collected and summarized to the
spatial scale desired.

The linkage of land treatment to water quality impacts can be made at the farm
field, subwatershed, watershed, or project level. The scade of monitoring is a
function of the monitoring objective. In genera, the larger the drainage area, the
harder it is to identify and quantify the linkage. Subwatershed monitoring is the
most effective for demonstrating water quality improvements from a system of
BMPs. Water quality changes are more likely to be observed at the subwatershed
level compared to a larger watershed level. Confounding effects of externa

factors, other pollutant sources, and scattered BMP implementation are mini-
mized at the subwatershed level. However, it is important to locate a monitoring
station at the watershed outlet if changes at the watershed level are to be
documented



Matching the Land
Treatment and Water
Quality Data on a
Temporal Scale

Monitoring Explanatory
Variables

Monitoring Program Design

The two data bases should be related temporally. Actua implementation of land
treatment needs to be recorded at least seasonally or annually. For some studies,
land treatment data should be collected more frequently if the effect on water
quality is more short-term (e.g., timing of manure or commercia fertilizer
applications, timing of congtruction of a new sediment control basin or lagoon
storage structure, or timing of a dairy closure).

Accounting for al maor sources of variability in the water quality and land
treatment data increases the ability to isolate true water quality trends due to
BMPs. Correlation of water quality changes and land treatment changes, by itself,
is not sufficient to infer causal relationships. There may be other factors not related
to the BMPs causing the changes in water quality, such as changes in land use,
rainfall patterns, etc. Factoring in explanatory variables yields water quality
values that are close to those that would have been measured had there been no
change in the climatic variables over time. In addition, the removal of variability
in waierquality due to known causes, decreases the error term in the trend analyses
and increases the precision of the statistical trend analyses.

All sources of variability in the land treatment and water quality data should be
taken into account. Explanatory variables might include changes in anima
numbers, changes in cropping patterns, other land use changes, season, stream
discharge, precipitation, ground water table depth, changes in known pollutant
sources, and impervious land surface. Seasonal effects may be very large due to
seasona land use changes and climatic changes.
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Quality assurance procedures are needed to en-
sure data is compatible with monitoring objectives

and design. Periodic review ofprotocol implemen-
tation and helps to eliminate long-term problems

with the methodology or data quality. Data COI |eCtI0n

Quality Assurance

Quality Control in the
Field and Lab

The source of project funding will dictate the nature of quality assurance/quality
control required. Projects funded by the US Environmental Protection Agency
(USEPA) are now required to submit a detailed Quality Assurance Project Plan
(QAPjP) forwater quaity monitoring (Dillaha et a. 1988). The QAPjP isawritten
record of plans that account for and assure data quality by specifying al data
generation, analysis, storage, and reporting details. Project personnel responsibili-
ties for assuring data quality are also documented. Clark and Whitfield (1993)
provide a detailed procedura overview designed for use by the manager.

The standard operating procedure (SOP) guidelines that may be used in QAPjP’s
appendices are detailed “how to” monitoring procedures that should be developed
before the start of the project. These are primary references for day-to-day
operations to assure consistency through time. SOP manuals can be derived from
existing local or state guidance and may be updated as needed.
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Periodic evaluation of trends in land treatment and
water quality serves to trackprogress andprovide

information for potential refinements. Statistical
analysis with formal hypothesis testing strength-

ens the quantitative eval uation ofprogress. D ata An al yS 1S

Failure to observe improve-
ment may mean that the
problem is not carefully
documented, management
action is not directed properly,
the strength of the treatment is
inadequate, the monitoring
program is not sensitive
enough to detect change, or
more time is needed.

A detailed preliminary analysis using scatter plots and statistica tests of assump-
tions and the properties of the data set such as the distribution, homogeneity in
variance, bias, independence, etc., precede formal hypothesis testing and statisti-
cal analysis. From the objective and the properties of the data set, the appropriate
statistical test may be chosen to determine a trend, impact, or causality.

For trend detection, some of the appropriate tests include Student’s t-test, linear
regression, time series, and nonparametric trend tests. For an assessment of
impact, a careful tracking of treatment is required and the two sample Student’s
t-test, linear regression, and intervention time series are appropriate statistical
tests. Evidence from experimenta plot studies, edge-of-field pollutant runoff
monitoring, and modeling studies may be used to support the conclusion of
causality.

Failure to observe improvement may mean the problem was not carefully
documented, management action was not directed properly, the strength of the
treatment was inadequate, the monitoring program was not sensitive enough to
detect change, orasufficient time has not elapsed to develop the expected changes.
A mid-course evaluation, if conducted early enough, provides an opportunity for
modifications in project goals or monitoring design.

Changes in sampling design may not be worthwhile unless a sufficiently long time
series can be monitored in a consistent fashion. A power analysis may determine
that too many samples are being taken and the number could be reduced to save
money if the monitoring objectives can be met with fewer samples. If some
variables are unneeded (they no longer support objective or no longer support a
modified objective) or some stations do not provide sufficient additional informa:
tion, then they can be dropped.
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Tracking water quality trends and informing the 7
public on progress increase the likelihood for
attaining the desired level of land treatment imple-
mentation. Reevaluation of BMPs and refining the

land treatment program are likely as more infor- PrOg ram Eval Ua.tion

mation is gained on the water quality problem.

Continual Tracking of
the Treatment Program

Reevaluating the
Effectiveness of BMPs
and Land Treatment
Adjustments

Conveying Results
to the Public

Efficient and timely water qudity and land use data analysis facilitates interim
evaluation of project effectiveness and adjustments in land treatment. Short-term
effects may not be detected, depending upon system response time and the detail
of the monitoring program. Long-term monitoring may be required to show
treatment effect.

Land treatment and other land-use changes need to be documented on a seasona
or yearly basis relative to each water quality monitoring station.

When trends in water quality are absent and system variability has been adequately
incorporated into the analysis, a careful review of the land treatment program
accomplishments is warranted. If land treatment strength is insufficient to reduce
pollutant export substantially, then there are several important aspects of the
treatment program that should be evauated. Survey current land treatment
activities to assure BMPs are being continued and that they are being maintained.
Land use changes near tributaries may have an important impact on total critical
area treatment impacts. Also evaluate the level of treatment. Perhaps more critical
area pollutant sources should be treated. In any event, the cause of the deficiency
in land treatment should be determined and documented for use in developing
future plans to manage the watershed.

A well-informed public is an asset to monitoring and resource management
activities. If citizens are aware of the problem and the need for pollution control,
then they are likely to support monitoring. The public will aso want to be informed
of results in a timely manner. Carefully prepared newspaper articles or press
rleases are very effective in communicating results. Additional information
should be available to interested citizens and the project manager or project
personnel should be available to answer questions.

7.1
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The manager in a nonpoint source (NPS) project is
in a unique position of understanding the frame-
work of a successful monitoring program and or-
ganizing and managing the resources required to -
meet the objective. While the manager must ask CO”CIUS'O”S
difficult questions, he must also help keep the team

working together for the long-term good of the

project.

This monitoring guide provides a simple framework to assist the manager in
developing a program for NPS monitoring. The work begins with defining
management objectives and documenting the water quality problem. Rarely does
a monitoring program yield meaningful results without clear direction from
carefully developed objectives and a thorough investigation of the water quality
problem.

Sometimes the steps of the monitoring program cannot be taken in order. For
instance, data collection may have begun even before monitoring objectives and
monitoring design have been defined. Here the feedback loop can be implemented
to refine the direction of the monitoring program. The manager should cal a
meeting of the project staff and the monitoring agency to discuss monitoring
objectives and design. Even if the agency is well known for its ahility to conduct
surveys, the manager needs documentation on monitoring objectives and moni-
toring design to assure validity and to alow for modification.

The feedback loop may also be applied to other issues of oversight. The manager
may be the only person involved in the monitoring program who has a big-picture
perspective of the overall monitoring program. The biologist may be primarily
concerned with taxonomy and the water chemistry lab director may have concerns
related to instrument operation. The manager may be the only person who can
regularly review project monitoring activities. Thus, the manager plays a key role
in sustaining a coordinated monitoring program that is effective for its intended
purpose.

In addition to establishing the framework for monitoring, this guide was aso
meant to be used by the manager for general reference.The guide provides enough
detail so a new manager can use the guide as a training tool to improve his or her
knowledge for communication with the scientist or statistician. The guide should
be consulted periodicaly throughout the implementation of the monitoring
program to check for deficiencies or the need for realocation of effort.
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Glossary

bathymetric — measurements of lake basin, such as water depth, sediment
depth, relief of bottom, or volume.

biomass — mass or weight of biologica material.

community-an aggregate of organisms that form a distinct ecological unit. A
community may be comprised of plant or animal life or a combination. The
gpatial scale of a freshwater community may be as vast as the pelagic zone
(open water) phytoplankton of Lake Michigan or as highly localized as the
algee attached to a submerged log. Since plants and animals occur on the same
habitat and have many interrelations, they comprise the biotic community.

baseline — initial or existing conditions or flux before treatment or impact.
benthic — living on the bottom or at the greatest depths of a body of water.

bioassay-a test procedure that measures the response of living plants, animals,
or tissues to a sample that usualy contains a pollutant. For example, algae
may be exposed to a predetermined concentration of atrazine in the lab or
some other controlled environment. The results of the experiment may be
used to estimate the potential response of the organism to stress from
pesticides in the natural environment.

biota -the animals and plants that live in a particular location or region.
concentration -mass per unit volume such as milligrams per liter.

coliform bacteria-a type of bacteria that ferments lactic acid, producing a gas.
Fecal coliform bacteria are found in the intestinal tracts of mammals. The
presence of high numbers of fecal coliform bacteria in a water body can
indicate the recent release of untreated wastewater or the presence of animals
and may indicate the presence of pathogens.

conductivity — a measure of the conducting power of a solution. Expressed in
micromhos per centimeter at 25 degrees C.

correlation coefficient — a ratio used to describe the fit between a regression
equation and a set of data. As the correlation coefficient (R?) approaches 1,
the fit of the regression equation improves.
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10.2

explanatory varigbles-dtetistical term for a variable that helps to explain the
variability in the dependent variable. For instance, temperature may be an
explanatory variable for dissolved oxygen because it may be used to explain
part of the variability in dissolved oxygen.

designated use — use of the water resource is designated by the state water
quality agency. Uses include, but are not limited to, water supply, navigation,
recreation, and aesthetics.

detritus — nonliving dissolved and particulate organic material from the
metabolic activity and death of terrestrial and aquatic organisms.

discharge — volume of water per unit time moving past a fixed point.

ecoregion — aress of relative homogeneity in ecological systems or in relation
ships between organisms and their environments.

embeddedness (cobble embeddedness) -the amount of fine sediment that is
deposited in the spaces between larger stream bottom particles.

epilimnion — uppermost, warmest, well-mixed layer of a lake during summer
time thermal gtratification. The epilimnion extends from the surface to the
thermocline.

export — mass of pollutant lost from unit area per unit time (e.g., kg/ha/yr).
eutrophic — nutrient-rich or fertile body of water.

feedback loop -a process of nonpoint source management based on implemen
tation of best management practices (BMPs). BMPs are identified through a
planning process and applied by land managers for site-specific conditions.
The effectiveness of a system of BMPs is evaluated through water quaity
monitoring. The results may be used to refine the problem statement or
change monitoring or management plans.

flux- the rate at which a measurable amount of materia flows past a designated
point in a given amount of time.

geomorphology — the study of the landforms of the earth and the processes that
shape them.

habitat — a specific type of place occupied by an organism, a population, or a
community.

hypolimnion — lower, cooler layer of a lake during summer thermal stratifica
tion.

impervious-a surface that cannot be easily penetrated. For instance, rain does
not readily penetrate asphalt or concrete pavement and roofing and runs off
rather than infiltrating.

littoral zone-the upper portion of the water column of a lake or stream that
has sufficient light intensity to support the growth of plants.

load-mass inputs per time (e.g., kglyear).

macroinvertebrate — invertebrate aguatic animals large enough to be seen
without a microscope. In streams and lakes these are usualy immature forms
of insects but aso include worms, snails, clams, crustaceans, etc.

macrophytes — rooted and floating aguatic plants, commonly referred to as
waterweeds. These plants may flower and bear seed. Some forms. such as
duckweed and coontail, are free-floating without roots.




Glossary

metrics -are generally specialized biological variables that can be combined
with a rating and used in an index. Metrics are a means of quantifying
individual biological attributes.

morphoedaphic index- a regression equation using water quality variables to
estimate fish biomass.

morphometry-measurements of the physical structure of a waiershed or water
body (e.g., length of streams, dope, depth, shoreline length).

multiple regression — a regression model developed with two or more
variables.

pathogen -a disease-causing agent, especialy viruses, bacteria, or fungi.
Pathogens.can be present in municipal, industrial, and nonpoint source
discharges.

pelagic zone- the open area of a lake, from the edge of the littoral zone to the
center of the lake.

phytoplankton — microscopic algae that float freely in open water of lakes and
oceans.

pool-portion of the channel with greater than average water depth, sow water
velocity, and no surface turbulence; often wider than average.

profundal zone — the deep-bottom water area beyond the depth of effective
light penetration. All of the lake floor beneath the hypolimnion.

quadrant-one section of a water body that has been divided into quarters for
the purpose of sampling.

rapid bioassessment — refers to several protocols developed by USEPA and
several states to examine the biological community of a stream, taking
less time than conventional methods.

riffle-portion of the channel with shallower than average water, relatively high
gradient, and greater than average current velocities, racing over stones to
creste much surface turbulence.

run — portion of the channel with water of average width, depth, and current
velocity, with little or no surface turbulence.

sdlinity-a measure of the quantity of dissolved sdlts, such as in seawater.

shellfish -an aguatic animal, such as a mollusk (clams and snails) or crustacean
(crabs and shrimp), having a shell or shell-like exoskeleton.

shoreline development-the ratio of the length of the shoreline divided by the
circumference of a circle equal to the area of the lake. Nearly circular lakes
have a low shoreline development (near 1). More elongated lakes have a
larger value for shoreline development, and as the number of bays or tributary
arms increases, the shoreline development increases.

step-wise regression — regression procedure where a computer introduces
variables and records the corresponding correlation coefficient after each
variable is introduced.

dtratification -arrangement of lake water masses into separate, distinct
horizontal layers due primarily to temperature. Also dissolved or suspended
solids.
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substrate- the material making up the bed or bottom of a stream or other body
of water.

suspended solids — organic or inorganic particles that are suspended in and
carried by water. The term includes sand, mud, and clay particles as well as
solids in wastewater.

taxon -singular for taxa. The name applied to a group (e.g., organisms, soils)
in a formal system of classification or taxonomy.

thermocline — in a thermally dtratified lake, the middle iayer, characterized by
arapidly declining a 1 degree C decrease for each vertical meter of the water
column.

transect — a sample area, usually in the form of a long continuous line.

trophic state — the degree of eutrophication of a lake. Transparency, chloro
phyll & phosphorus concentration, amount of macrophytes, and quantity of
dissolved oxygen in the hypolimnion can be used to assess trophic state.

use atainability — a type of beneficial use analysis that is a multi-faceted
assessment of the physical, chemical, biological, and economic factors that
affect the attainment of the use of the water resource.

variable — term used to describe a quantity that has no fixed value. Variables
include, but are not limited to, distance, mass, chemical concentration, or
biological attributes.

watershed -the geographic region contributing to a water body. The area
contained within a divide above a specified point on a stream. It may aso
be termed drainage area or drainage basin.

zooplankton — microscopic animals which float freely in lake water, graze on
detritus particles, bacteria, and algae, and may be consumed by fish.
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Chapter 2: Program Anadysis

2.2.6 Water Qualify Monitoring,
Evaluation, and Reporting

Water quality monitoring, evaluation, and
reporting are needed to refine and transfer NPS
pollution control technology to future efforts.
Monitoring documents water quality changes due
to land treatment practices, whereas evaluation
and reporting conveys the results. The following
lessons provide an overview of the essential
elements of a successful monitoring program.

2.2.6.1 Administration

E Lesson: NPS control projects whose prim-
ary objective is to document water quality
changes resulting from BMP implementa-
tion should be funded only when there
exists a firm long-term (six to 15 years)
commitment to water quality monitoring
and evaluation from a responsible agency.
Effective and responsible administration is
essential to maintain and support such
long-term activities.

Example: The commitments to water quality
monitoring from the South Florida Water Man-
agement Digtrict in Florida; Division of Envi-
ronmental Quality in ldaho; Department of
Environmental Quality in Oregon; USGS in
Pennsylvania; Utah Mountain Land Association
of Government in Utah; the University of Ver-
mont in Vermont, Department of Environmental
Control in Nebraska; the Minnesota Pollution
Control Agency in Minnesota; and the Depart-
ment of Environment and Natural Resources in
South Dakota contributed greatly to the success
in water quality monitoring in these projects.

Example: The Louisiana RCWP project was
unable to determine if the implemented BMPs
improved the water quality of the bayou because
of the seemning lack of fimding commitment from
the water quality monitoring agency.

Example: Water quality monitoring funding for
the Virginia project cessed at the end of the
10-vear project period As a consequence,
scheduled post-project water quality monitoring
was canceled due to lack of funds and the
effectiveness of the BMPs will remain unanz-
lyzed.

3%

M Lesson: The agency responsible for water
quality monitoring should be involved in
sdection of the project and the preparation
of the proposal in order to ensure the
on-going commitment of the agency to the
project.

Example: The Oregon Department of Environ-
mental Quality was instrumnental in project plan-
ning for the Oregon RCWP project They
provided a high level of commitment, including
water qudity monitoring and data analysis.

Example: The USGS in Pennsylvania, using
money from a USEPA grant, was involved
initidly in project planning and continued to be
the lead water quality agency for the duration of
the project

B Lesson: For water quality projects, moni-
toring activities should be coordinated with
water resource management activities.
Management activities such as biological
controls, dredging, or lake drawdown can
significantly alter lake chemistry and hy-
drolog, making the detection of trends
due to BMPs difficult or impossible to
detect.

Exampie: In Virginia, ground water high in
phosphorus was pumped into project area reser-
voirs when the reservoirs were low, thus con-
founding detection of phosphorus trends.

Example: In the Towa RCWP project, lake draw-
down and rotenone trestment of carp impeded
the detection of lake water quality trends, further
complicating the linkage of water quality to land
treatment

Example: Stocking of trout during the project
period in the Minnesota project confounded the
detection of trends in monitored fisheries vari-
ables that may have been attributable to RCWP




2.2.6 Wafer Qualify Monitoring,
Evaluation, and Reporting
(continued)

2.2.6.2 Water Quality Problem
Definition and Problem

Assessment

B Lesson: Carefully defining the water qual-
ity problem is one of the most important
steps for NPS pollution control and water
quality monitoring. An effective approach
is to implement a probiem identification
and assessment monitoring program last-
ing six to 18 months. Problem identifica-
tion monitoring uses a site-specific plan to
identify pollution sour ces and impacts dur-
ing both base flow and storm conditions;
monitoring may be most effective during
the seasons of greatest pollutant leading
(spring runoff, snow melt) and during the
season when impairments are noted (grow-
ing season algal blooms). Clearly identify-
ing the specific pollutant and assessing the
problem assists land treatment staff in
identifying critical areas and targeting

BMPs,

Example: The Florida, ldaho, Nebraska, Ore-
gon, Pennsylvania, Utah, and Vermont projects
had ample visual and analytical evidence of
receiving water problems.

Example: In lowa, heavy sediment and a blanket
of corn staks covering a recrestional lake sur-
rounded by farmnland helped make the problem
and its source especialy clear.

Example: In Massachusetts, where both inten-
sive dairy farming on smdl acreages and boom-
ing residential development were taking place
adjacent to an estuary containing important
shellfish resources, the source of the problem
needed to be more clearly documented to gen-
erate community Support for project activities.

Example: South Dakota's project required sev-
eral intensive monitoring programs to gain a
thorough understanding of the water quality
problem and its causes in complex interactions
between the surface and ground water sources
feeding the target lakes.
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Example: In |daho, streambed quality was re-
duced by siltation caused by high suspended
sediment concentrations, which then contributed
toloss of trout reproductive capability. At the
onset of the project, agricultural sources were
identified as the primary cause of reduced
streambed quality. Further analysis showed
streambank erosion was also a mgjor contributor

of sediment load. Influx of sediment from __

streambank erosion made documentation of the
effectiveness of cropland BMPs difficult. Based
on project estimates, sediment contributions
from two major sources, streambank erosion
and irrigation return flow, were similar in mag-
nitude when the project began. In contrast_ frob
1987 01990, monitoring indicated that stream-
bank erosion contributed 2 - 5 times the amount
of sediment added from cropland in the subbas-
ins during the inigation season The problem of
streambank erosion will continue to mask in-
stream benefits from the land treatment.

Example: In the Illinois RCWP project, turbid-
ity, siltation, and nutrients were thought to
threaten Silver Lake, the water supply for the
city of Highland. Sediment survey results
showed that sedimentation rates were low which
meant there was little threat of rapid loss of lake
storage capacity. An andysis of lake turbidity
indicated that algal production was limited more
by light than by nutrients. It was found that
turbidity, which increased the cost of water
treatment, was due mostly to suspended soil
particles. Monitoring demonstrated that loading
of fine particle natric soils and their resuspension
from lake sediments was the primary factor
causmg lake turbidity. In order to target pollut-
ant sources, the project placed specia emphasis
on keeping cropland natric soils in place or
reducing their dslivery into the lake.

Example: To accurately interpret ground water
monitoring results, a thorough understanding of
project area geology was essential for the Min-
nesota RCWP project Project personnel found
that performing a geologic investigation was
critical even though it was time-consuming,
expensive, and occurred after the start of the
project The critical area and BMP emphasis
were changed to address the identified ground
water problem_ Monitoring plans were en-
hanced toconsider ground water and pesticides

Example: The Florida project benefited greatly
from several years of water quality assessment
monitoring performed in the late 1970's by ARS
and the South Florida Water Management Dis-
trict These data helped document the water
quality problem and sources.
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2.2.6 Wafer Quality Monitoring,

Evaluation, and Reporting
(continued)

Lesson: Source of bacteria causing con-
tamination in shellfish or recreational wa
ters are generally not difficult to locate.
Die-off for bacteria is relatively rapid and
sources can generaly be located by moni-
toring below suspected animal waste

Sources.

Example: The Utah and the Oregon Projects
monitored above and below dairies to determine
the magnitude of the bacterial contamination.

Example: Subwatersheds with dairy operations
in the Vermont project were monitored to deter-
mine the relative magnitude of bacterid pollut-
ant sources. Bacteria counts decreased
significantly after dairy sources were treated.

Example: The Alabama project, with few ani-
mal operations, documented dramatic decreases
in fecal coliform levels in the lake as operators
closed or improved animal waste management

B Lesson: Nutrient sources of pollution can

be the most widespread and difficult to
identify and quantify. Sources include
commercia fertilizer, animal waste, soil
reserves, and atmospheric deposition.
Streambeds, lake sediments, and ground
water can also release stored nutrients.

Example: In Vermont, significant phosphorus
P) loading to St Albans Bay was believed to
onginate from hay sediment, an adjoining wet-
land, and agricultural runoff. Area soils also
contributed to the total watershed P load A
budget of all major sources was needed to deter-
mine potentia for reducing lake or bay P levels.

Example: Sources of high nitrate levels in do-
mestic wells in Minnesota included animal op-
erations and cropland. The topography is karst
limestone with extensive sinkhole formations.
Sinkholes were thought to be & primary convey-
ance to ground water until lvsimeter studies
showed rapid leaching of nitrate from fertilized
cropland. Further study indicated that cropland
should be targeted for treatment

Example: Monitoring in South Dakota showed
that animal operations contributed significantly
to nutrients in surface water and fertilizers gp
plied to cropland affected ground water.

AN

E Lesson:

B |Lesson: Sources of sediment are often more

widespread and difficult to isolate than
bacteria sources. Sediment can originate
from cropland, ditches, gullies, roads, for-
ests, and streambanks and can re-enter the
water column via scouring in streams and
recirculation in lakes. Sediment surveys
and budgets are needed to identify sources,
determine delivery, and quantify relative
contributions of each source.

Example: A survey of sediment sources and
monitoring of streambanks in the Vermont pro-
ject indicated that one subwatershed contributed
the most sediment to the St Albans Hay and
sediment delivery was not as much of a problem
as previoudy thought

Example: The Tennessee/Kentucky project had
high erosion rates in areas with steeply doping
cropland and targeted these areas for critical area
treatment Huge gullies were aso identified as
significant, but sediment delivery from these
sources was not estimated. Overall, the effec-
tiveness of the critical area designation is ques-
" tionable since the relative magnitude of gully and
cropland sediment sources is not known.

The lllinois project found that both the water-
shed and lake sediments were sources of the
turbidity problem in Highland Silver Lake.

Streambank erosion was a significant source of
sediment in the Idaho and Nebraska projects.
Identification and treatment of streambank ero-
sion in the Nebraska project was key to docu-
menting and treating the problem. The |daho
project would have benefited from increased
emphasis on streambank erosion control.

2.2.6.3 Monitorina Obijectives

Objectives should be clear and
should provide a general guide for the
experimental design of the water quality
and land treatment monitoring program. s
The primary objectives of NPS watershed;
projects should be evaluation of use Sup-;
port status, trend detection, or impact as;
sessment. '




B Lesson:

2.2.6 Wafer Quality Monitoring,
Evaluation, and Reporting
(continued)

Monitoring objectives for trend
detection or impact assessment should
identify the water quality variable and the
reason the variable is expected to change
with time.

Example: The water quality monitoring objec-
tive in Forida precisely stated the water quality
variabl: (total phosphorus) being monitored and
the changes that should occur in that variable
(50% reduction in phosphorus concentration at
the project outlet). That variable was to evauate
the effectiveness of agricultural BMPs for reduc-
ing phosphorus loads to Lake Okeechobee, as
measured by changes in water quality concen-
trations and loads in the tributaries and basin
outlet.

Example: The Idaho RCWP project had redis
tic, quantitative goals for reducing sediment
However, water quality goals also should have
been developed to achieve the designated uses
established by the state for Rock Creek. The
lack of goals directly related to use-support
hindered the initial establishment of a water
quality monitoring design that could directly
document progress towards use-support goals.
However, the project did establish an extensive
biological and habitat monitoring program that
documented changes in beneficial use support in
Rock Creek.

B | esson: Trend detection and impact assess-

ment may be the most important objectives
for long-term watershed projects_ Other
objectives, such as storm event sampling
for load calculations or hydrograph-pollut-
ant relationships, may be useful; however,
these objectives are auxiliary and should
be addressed in addition to, not instead of,
the predetermined and scheduled sampling
for the primary objective(s).

Example: In the Tennesses/Kentucky project,
the majority of the water quality objectives
addressed water quality problems and the
sources of the pollutants, not water quality trend
detection. As a consequence, the water quality
information which was gathered, athough use-
ful for identifying pollutants sources, was un-
able to demonstrate changes in water quality.
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2.2.6.4 Water Quality M onitoring Plan

M Lesson: Projects should invest in the plan-

ning and design of the water quaity moni-
toring program. The monitoring plan
should be developed based on the monitor-
ing objectives. The monitoring plan should
include the monitoring design, agency
roles, laboratory procedures, quality as-
surance and quality control, data storage,
reporting requirements, personnel
needed, and costs.

Example: The Vermont project is a model of
how a project can plan and implement a moni-
toring program.  The project implemented
short-term, intensive monitoring on a field-scale
to document the effectiveness ofa specific BMP,
while at the same time monitoring for a longer
term on a watershed and subwatershed scade to
evaluate the effectiveness of a combination of
many different BMPs.

2.2.6.5 Water Quality Monitoring

Desians

B |esson: The most (statistically) effective

protocol for detecting long-term trends in-
cludes collection of samples on a regularly
spaced predetermined time schedule.

Example: The Idaho RCWP project used regu-
larly-timed sample collection (at 14-day inter-
vals) to document a decrease in suspended
sediment  concentrations.

Example: The Utah, Vermont, and Florida pro-
jects used regularly-timed sampling to document
water quality improvements.

Example: After changing their water quality
design from trend determination to storm sam-
pling, the Oregon RCWP project personnel
found that trends were difficult to quantify from
storm samples of fecal coliform data Samples
for trend detection should have been collected
on aregular, predetermined Schedule.
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2.2.6 Wafer Quality Monitoring,
Evalua tion, and Reporting
(continued)

M Lesson: Trend detection is more effective

if monitoring focuses on collecting samples
a a relatively high frequency and analyz-
ing them for a small number of relevant
variables. Use of the entire list of variables
employed to measure genera conditions in
ambient monitoring programs should be
avoided. Variables measured should re-
spond directly to the implementation of
BMPs and should reflect the water quality
problem. |

Example: Vermont project personnel indicated
that they could have saved money, efiort, and
data storage and management by reducing the
number of varigbles analyzed for at some sam-
pling stations.

H Lesson: The monitoring design should in-

clude sampling an experimental control.
Controls may be either a site above an
installed BMP or a paired watershed in
which BMPs have not been implemented.

Example: The Utah project used an up
stream/downstream comparison before, during,
and after BMP implementation to show reduc-
tions in phosphorus concentration below a dairy
that installed a waste management system.

Example: The |daho RCWP project efiectively
utilized the upstream/downstream strategy with
monitoring before, during, and after BMP im-
plementation ova a ten-year period to document
the effectiveness of sediment reduction BMPs.

Example: Upstream/downstream monitoring
stations were located in the tributaries and on
Long Pine Creek (Nebraska project) to docu-
ment water quality improvements from irriga
tion water management and streambank
stabilization.

M Lesson: The most effective experimental
design for documenting BMP impacts on
water quality is the paired watershed de-
sign, in which two watersheds with similar
physical characteristics and, ideally, land
use, are monitored for one to two years to
establish pollutant- runoff response rela-
tionships. Following this initial calibration
period, one watershed receives treatment
and monitoring continues in both water-
sheds for one to two years. This experimen-
tal design accounts for many factors that
may affect response to treatment; as a
result, the treatment effect can be more
effectively isolated.

Example: The Vermont project, which used a
paired watershed experimental design, demon-
strated the effectiveness of reducing nitrogen
and phosphorus concentrations in field runoff by
properly timing manure application

B Lesson: Trend monitoring stations estab-
lished to collect baseline data for a before-
after monitoring approach must remain
fixed and must be downstream from sites
planned for installation of BMPs. Each
station must remain fixed during and after
implementation to assure a valid compari-
son with the pre-implementation baseline
data. Baseline data should be collected for
a period of time sufficient to characterize
pre-BMP implementation conditions.

Example: The Virginia RCWP project had ac-
cess to basdine water quality data that had been
collected three years prior to implementation.
This alowed for a thorough characterization of
the water quality problem and targeting of ap-
propriate BMPs.

Example: The Florida, Oregon, ldaho, Ne-
braska, Pennsylvania, Vermont, and Utah
RCWP projects had adequate pre-BMP monitor-
ing with fixed stations below sites planned for
installation of BMP monitoring, which was es-
sential for documenung water quality conditions
before BMP implementation




2.2.6 Water Quality Monitoring,

Evaluation, and Reporting
(continued)

m LessoNn: Post-BMP implementation Water

quality data must be collected for a least
two to three years in order to assess the
effectiveness of BMPs.

Example: Post-BMP multiple-year monitoring,
aong with adequate pre-BMP monitoring, was
effective in demonstrating water quality changes
that could be associated with land treatment in
the Idaho, Florida, Oregon, Vermont, and Utzh
RCWP projects. It isalso expected to be a useful
technique in the Nebraska RCWP, which is now
conducting its post-BMP water quality monitor-

ing.

Example: As aconseguence of reduced funding,
the planned post-project evaluation of the moni-
toring data in the Virginia project was canceled
and the effectiveness of BMPs will not be docu-
mented.

M Lesson: Long-term monitoring (six to 10

years) with grab samples taken every two
weeks is sufficient to document water qual-
ity trends in a stream that exhibits at least
a 40% change in pollutant concentrations.

Example: The Idaho, Florida, and Utah projects
documented greater than 40% change in their
pollutant concentrations using grab samples
taken two times per month.

W Lesson: Laboratory and field quaiity as-

surance and quality control (QA/QC) pro-
grams that include data evaluation and
verification for precision and accuracy are
essential elements of a successful water
quality monitoring program.

Example: The Alabama and Oregon RCWP
projects found that QA/QC for feca coliform
analysis was especially important becaus= of
rapid die-off and the high natural variabiliry of
the data

Example: The Idaho and Florida projects imple-
mented extensive QA/QC procedures for their
chemica and biologicad data fisld and lab col-
lection and analysis techniques.
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B Lesson: Use of constructed wells for moni-

toring ground water is preferable. If ex-
isting wells must be used, and are found to
be contaminated, the possibility that the
contamination results from poor construc-
tion or leaking rather than as a result of
general aquifer conditions must be consid-
ered.

Example: In the Minnesota RCWP project,
vadose zone monitoring was used to document
that the high level of pesticide contamination in
wells was due primarily to point sources of
pesticides (commercial pesticide application
services).

Example: Sampling of irrigation and domestic
wells in the Nebraska RCWP project resulted in
inconclusive results, partidly because of local
contamination and lack of information about
well construction.

Example: The South Dakota RCWP project util-
ized wells constructed for the RCWP. Although
expensive, the project had an effective water
quality monitoring program in which the results
were directly related to the RCWP.

2.2.6.6 Spatial and Temporal

Considerations for M onit oring

B Lesson: Monitoring is needed at the field,

farm, or subwatershed level to assess the
effects of BMP systems. Short-term inten-
sive monitoring studies of individual BMPs
should be included to help understand
physical processes and to provide a basis
for assessing the longer-term, overal effec-

tiveness of the project.

Example: The Minnesota RCWP project used
vadose zone sampling to determine that splitting
the application of nitrogen did little to reduce
soil nitrate levels

Example: South Dakota used a master fidld site
{research) and several farmers' field sitesto
determine the effectiveness of BMPs.

Example: The Vermont project used monitoring
at the subwatershed level to document that in-
creasing the percentage of animals under BMP
waste management decreased feca coliform lev-
es in the monitored streams.
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2.2.6 Wafer Quality Monitoring,

2.2.6.7 Variables

Evaluation, and Reporting
(continued)

B Lesson: Reference stations characterizing

attainable conditions are needed in order
to evaluate the health of aguatic biota and
habitat potential.

Example: The |daho RCWP established refer-
ence sites in the headwaters of the watershed in
order to quantify attainable conditions for trout
habitat in the project area

Lesson: The start-up date of monitoring
should coincide with the beginning of an
easily identified annual period to avoid
partial and, therefore, nearly useless col-
lection of part of a year of data. However,
establishing sampling procedures,
QA/QC, and data management systems is
encouraged prior to the formal data collec-
tion period.

Example: The Vermont RCWP project team
found that some of their data were unusable
because of a partial year of monitoring data that
did not coincide with other data

Lesson: Grab sampling conducted at
seven- or 14-day intervals over a sir- to
10-year time period can be used on a wa
tershed scale to document water quality
changes and provide valuable feedback.

Example: The Utah, Florida and Idaho projects
were able to document water quality improve-
ments using weekly or bi-weekly grab sampling
in their water quality monitoring efforts.

Example: Grab sampling was an integral part of
the monitoring program in the Vermont project
Sampling bi-weekly sampling was conducted
during the summer months, sample collection
frequency decreased to monthly for the winter
months.

R Lesson: Significant land use activities

should be identified and accounted for in
the monitoring program, particularly
when such activities are located immedi-
ately upstream of a monitoring station.

Example: In Alabama, sudden increases in feca
coliform levels were not understood until project
personnel located a beaver dam upstream of the
monitoring station.

Example: In Idaho, non-cropland activities in the
project area also affected pollutant loading to the
impaired water resources. Activities included:
expanded fish hatchery production, illegal
gravel mining, chaining the irrigation cana sys
tems to remove unwanted vegetation, forest
tires, and the construction and operation of a
new hydrodlectric generating plant

Lesson: Direct measures that evaluate how
well a water resource supports various uses
(water supply, fish spawning, and habitat)
should be used whenever possible.

Example: In Minnesota, water chemistry and
spring adult trout and fall fingerlings were sam-
pled each year a two non-stocked brook loca-
tions. Results from the fish sampling
demonstrated more improvement in water qual-
ity in the fish populations than the water chem-

istry.

Example: The Idaho and Nebraska projects util-
ized biologica and habitat monitoring program
designs that facilitated documentation of use
impairments and water quality improvements.
Biologica and habitat monitoring included sur-
veys oOf fish and macroinvertebrates, habitat
assessment, and embryo survival for trout

spawning.
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B | esson: Changesin land use, difficulties in

2.2.6 Wafer Quality Monitoring,

Evaluation, and Reporting
(continued)

M | esson: Explanatory variables (discharge,

seasons, upstream pollutant concentra-
tions, precipitation) should be monitored
to ensure accurate interpretation of moni-
toring results. Adjustment for hydrologic
and meteorologic variables is important
when quantifying impacts of land treat-
ment or land use on regional water quality.
This procedure renders water quality val-
uesthat are closer to those that would have
been measured had there been no change
in climatic variables over time. In addition,
hydrologic and meteorologic explanatory
variables can be used to account for water
quality variability.

Example: Adjustments for precipitation in water
quality trend anaysis were made by the Florida,
Idaho, and Pennsylvania projects.

Example: Stream discharge measurements were
taken concurrently with water quality sampling
and accounted for in the data analysis in the
Florida Idaho, Maryland, Michigan, Oregon,
Pennsylvania, Utah, and Vermont projects

Example: In Oregon, feca coliform reduction
initially seemed to be 70%, and staff believed
their water quality goal had been reached. How-
ever, saline concentrations strongly affect feca
coliform. After adjustment of data for sdinity
levels through covariate analysis, fecal coliform
levels had only decreased by 40% and personnel
redized more dairies needed BMPs.

Example: Idaho, Florida, and Utah effectively
utilized upstream pollutant concentrations to ad-
just concentrations downstream of land trest-
ment to account for incoming concentrations.

M [ esson: When sediment is a major pollut-

ant, at least some bedload sampling should
be performed during high runoff periods
to avoid seriously underestimating overall
sediment loading.

Example: |daho RCWP project personnel be-
lieved that significant sediment movement oc-
curs in the bedload and that they may have
underestimated sediment loading by only meas-
uring suspended sediment in the water column
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tracking BMP implementation, and many
other factors may hinder documentation of
the impact of BMP implementation on
water quality within a particular project
or watershed area.

Example: The Michigan project has been unable
to document any real BMP effects due to con-
founding factors such as low level of BMP
implementation, difficulty in essessing the ef-
fects of the sub- basin areas that do not have
BMPs, large variations in sources and transport
of sediment and nutrients over time, and accu-
racy of estimates of BMP implementation area.

Example: In the Virginia project, beneficid ef-
fects of BMP implementation may not be imme-
diately apparent because the project began after
major point sources and some nonpoint SOUrCES
were removed. An improving trend was already
in effect in the estuaries. Manipulation of the
water supply lakes for water withdrawa and
storage of pumped ground water may have
confounded results.

Example: Draining of Prairie Rose Lake (lowa
project) and direct manipulation of the fish popu-
lation may have obscured some water quality
results. Water clarity was highest in 1982-83,
following draining of the lake and r estocking of
fish in the fall of 1981 in an attempt to impere
the fishery. Since then water clarity has dete-
riorated to pre-RCWP levels. Reduction in sedi-
ment delivery due to adoption of conservation
practices may have improved water clarity, but
algal density has increased, apparently because
of greater light penetration Monitoring data are
highly varigble. Factors such as desorption of
nutrients from bottom sediment and ground
water or runoff contributions of soluble nutrients
were not addressed. After correcting for both
precipitation and chlorophyll @ there is no sig-
nificant trend over time.

Example: There is strong evidence that two dairy
closures in the Otter Creek sub-watershed (in
September 1980 and 1986) in the Florida (Tay-
lor Creek - Nubbin Slough) project resulted in
a decrease in total phosphorus concentrations in
Otter Creek and at the main discharge to Lake
Okeechobee from the project area (Station S-
191). These dairy shutdowns resulted in a
masking effect for evaluating impacts of BMPs
implemented along this tributary.

Example-Upon completion of CM&E activities,
the Illinois RCWP project recommended no
additional field site monitoring because of the
large amount of data needed to explain variabil-
ity attributable to variables other than differ-
ences in BMP implementation.
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2.2.6 Water Qualify M oniforing, 2.2.6.9 Feedback

Evaluation, and Reporting

continued B Lesson: Monitoring information has been

( ) very effective in educating the public on

2.2.6.8 Data Manaaement and water quality and beneficial use support.
Analysis Example: The Utah, Florida, Oregon, ldaho,

M Lesson: Data management is crucial to the

success of a monitoring program. Comput-
erized storage is essential. All data should
be stored in a central project file and
reviewed frequently for efficient integra-
tion and subsequent evaluation of hydro-
logic, water quality, and land management
variables.

Example: Much of the RCWP project data was
stored in STORET, a data storage and retrieval
system used by USEPA.

Example: Oregon RCWP personnel, after evalu-
ating their data mid-project, re-analyzed their
data using covariate analysis. The new results
gave them a much better understanding of the
effectiveness of BMPs. Subsequently, there
was an increase in the number of farms targeted
for BMP implementation.

Example: The Vermont RCWP project reported
that quarterly analysis and review of the water
quality data helped continualy refine both the
sampling program and the data storage systems.

E Lesson: Methods of data analysis should be

determined early in the project planning
process to ensure that data sufficient for
the anticipated analysis are collected.
Data management, quality assurance, and
analysis techniques should be clearly de-
fined prior to monitoring.

Example: In Alabama, many water quality indi-
cators were measured Some of these indicators
were dropped (pesticide and nutrient monitoring
except for nitrate) and others were sampled
eratically. By the end of the project, only two
variables (nitrate and fecal coliform) were used
in the fina data analysis.

46

and Vermont projects had strong water quality
monitoring programs emphasizing pre- and
post-BMP monitoring and above- and below-site
sampling. Combined with large land treatment
efforts, these monitoring programs resulted in
documentation of water quality improvements.

Example: In the Utah project, animal waste
management Systems reduced phosphorus con-
cmtrations by 75% and nitrogen and fecal coli-
form by 40 to 90%. These BMPs reduced the
impact of agricultura activity on Deer Creek,
an important water supply for Sdt Lake City,
Utah The project served as a model project to
protect valued natural resources and stimulated
cregtion of projects in adjacent watersheds.

Example: Water quality monitoring documented
that animal waste management systems installed
on Oregon dairies reduced bacterial contamina-
tion of oyster beds by about 40 to 50%. Sites in
Tiliamook Bay restricted to shellfishing based
on Food and Drug Administration classification
decreased from 12 in 1979-80 to one in 1985-86.

Example: Vermont project personnel used water
quality monitoring to demonstrate that increas-
ing the percent of animas under BMP waste
management decreased fecal coliform levels in
the monitored streams.

Example: Biologica and habitat monitoring was
utilized in ldaho and Nebraska to directly moni-
tor fish habitat in streams. This information was
shared with the public in relation to the RCWP
projects impacts on the quality of recreational
fishing in the project area water resources.

Example: Monitoring mformation was used suc-
cessfully in Oregon, Alabama, Minnesota, Ver-
mont, |daho, Utah, and Nebraska to inform loca
producers and citizens of the impact the RCWP
project was having on their environment

B Lesson: Water quality monitoring can pro-

vide feedback in defining critical areas
needing priority treatment.

Example: Water quality monitoring was utilized
in the Utah, Nebraska, and Florida projects to
identify critical areas needing high levels of
attention for land treatrent, water quality moni-
toring, and evauation of water quality changes.
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Purpose

This technical note describes and qualitatively compares methods for in situ
monitoring of release water quality from hydropower projects.

Background

The areas immediately downstream of hydropower projects are of extreme
importance for water supply, recreation, navigation, and aquatic habitat. Increased
environmental awareness and concern regarding the impacts of hydropower releases on
downstream water quality have resulted in the need for increased monitoring.
However, these same areas can present difficulties in effective and representative
monitoring. To address these difficulties, a variety of specialized monitoring techniques
are presently in use by the U.S. Army Corps of Engineers. The resulting data aid
resource managers and hydropower operators in managing projects to minimize
detrimental downstream environmental effects while maintaining optimum generation

schedules.

Many factors must be considered when designing a hydropower tailrace sampling
scheme. Sampling falls in two broad categories—manual and automated. Manual
sampling, the most common type of data collection, includes all modes of sampling
conducted by individuals with hand-operated equipment. Automated methods of
sampling require equipment that can log real-time data independent of a human
operator. A description and evaluation of both categories of sampling currently in use
will be presented in this technical note.

These procedures have been used during evaluations of releases from Savannah River
reservoir projects, St. Stephens Powerhouse, Bull Shoals Dam, sites within the
Charleston, Little Rock, and Tulsa Corps districts, and other sites throughout the

country.

US Army Engineer Waterways Experiment Station -
3909 Halls Ferry Road, Vicksburg, MS 39180-6199 %& mome ovsecvcien rarer



The first step in monitoring water quality is gaining an understanding of the
gradients and dynamics of the parameter of interest. Some parameters, such as
temperature, are relatively conservative and change relatively slowly. Others, such as
dissolved oxygen, can change quickly as the result of mechanical aeration, moderately
fast due to biotic activity and chemical oxygen demand, or slowly from diffusion and
temperature-related effects. Thus, the effectiveness of a monitoring location in meeting
the needs of a manager depends greatly on the dynamics of the parameter of interest.

Typically, the principal parameters of concern in hydropower release water quality
are temperature and dissolved oxygen concentration. Other parameters sometimes of
interest include specific conductivity, pH, and turbidity. Both manual and automated
sampling methodologies are effective in monitoring each of these parameters. In many
situations, both methods are necessary to fully evaluate the release from a project.

Other important considerations include safety of technicians during calibration and
use of the system and cost. Ideally, the system should be constructed with minimal
cost, take advantage of the natural features of the dam and tailrace, and incorporate
readily available off-the-shelf equipment and supplies.

A number of manufacturers offer equipment designed for water quality sampling.
Equipment ranges from a basic instrument measuring only temperature and dissolved
oxygen concentration with no logging capability, to extremely sophisticated models
offering multiparameter monitoring capabilities that can be deployed remotely and can
log data for extended time periods.

Another critical decision is to determine whether a manual or remote sampling
strategy will be most beneficial. Through an examination of both methods, one can
decide whether one, or a combination of both, is most appropriate for the specific site
and questions to be resolved.

Manual Sampling

Description

Manual sampling, whether done from the shoreline, bridge, or boat, is the method
employed by most individuals and resource agencies in determining water quality
conditions in lakes, rivers, and streams. Advantages of manual sampling include the
possibility of examining many regions of questionable water quality within a large
sampling area. Manual sampling can determine the origin of detrimental water quality,
refuges of good water quality, and the vertical, horizontal, and longitudinal progression
of water quality zones. Also, a single sampling instrument can be used to determine
water quality throughout the entire study area, which is beneficial to those with
financial restraints.

The equipment used for manual sampling can be as simple as a hand-held
thermometer, but typically a multiprobe water quality sonde is used to provide greater
information. A multiparameter sonde can be used to profile multiple depths and
provide near-instantaneous measurements of temperature, dissolved oxygen, specific
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conductivity, and pH. Equipped with a waterproof cable, the sonde is used to sample
releases, tailraces, tailwaters, and reservoirs.

Prior to actual fieldwork, development of a carefully designed sampling plan is of the
utmost importance. The plan should include a general survey of the study area, with
more detailed work to answer the questions being considered. One component of a
hydropower release monitoring study is to collect information on conditions in the
upstream reservoir, typically through vertical profiling of the water column immediately
upstream of the power intake openings. This allows the manager to examine the water
quality conditions of water entering the dam, prior to release. Profiles along the
upstream face of the dam will reveal any lateral heterogeneities in the lake that might
result in variance in releases from different units.

Downstream manual profiling of hydropower releases can require different sampling
approaches, depending on the information needs of the resource manager.
Fixed-location temporal sampling requires the collection of multiple samples at a given
point over a period of time. This affords an opportunity to observe rapidly occurring
or short-term changes at a fixed location. Fixed-parcel temporal sampling requires the
observer to sample the same parcel of water over time. For releases, this typically
involves deploying an inert marker in the stream, then drifting along with the marker
in a boat, and repeatedly sampling the same parcel of water over a period of time.

Spatial sampling involves the selection of stations in a longitudinal or lateral
arrangement so that spatial patterns of water quality can be identified. This spatial
array can then be sampled simultaneously to show the distribution of water quality
throughout the region (a “snapshot” of water quality) or temporally to show the change
or travel of some water quality parameter.

Successful Example

Work conducted in the tailwater downstream of West Point Dam, on the
Georgia-Alabama border, illustrates the variety of sampling methodologies often
necessary to answer release water quality questions (Figure 1). The study objectives
were to determine the dynamics of water quality constituents in West Point Lake
releases (Ashby, Kennedy, and Jabour 1992). Because of the variety and short time
span of the studies required to explore the water quality of the release, it was
determined that manual sampling was the best method for obtaining the required
information. Automated sampling would be too costly and would not provide
sufficient flexibility to conduct the various studies.

Vertical column water quality profiles of temperature, dissolved oxygen, pH, specific
conductivity, and samples of other chemical parameters were collected in the West
Point Lake forebay. These measurements provided information on inputs into the dam,
and subsequently in the release and tailrace.

Individuals positioned at stations along the river sampled the tailrace prior to,
during, and following release. Samples were collected at predetermined time intervals
over the release cycle and included measurements of the above in situ parameters as
well as water collection for chemical analysis. This sampling strategy provided
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“snapshot” records of water
quality over the length of the
tailrace, temporal records of
change at each specific station
with time, and temporal
records of change of the spatial
distribution of water quality.
Thus, longitudinal and
temporal trends in water
quality were effectively
monitored.

These samples showed the
temporal and spatial
degradation of water quality
during release and the return to
ambient conditions of water
quality during release. The
changes were primarily due to
decreased dissolved oxygen
concentrations in the water
released from the dam, and
subsequent re-oxygenation of
water throughout the reach of
the tailwaters (spatially) and
throughout time (temporally).

A second team profiled
surface-to-bottom water quality
conditions along the
downstream buoyline by boat,
investigating lateral variability
during release. Though the
turbulent nature of tailwaters
lends itself to being
completely mixed, near-dam
tailrace water quality often
reflects lateral heterogeneities
present in the forebay waters.

o 1 2 KILOMETERS
OSELIGEE CREEK ——T——

Legend: Numbers represent spatial
sampling locations.
Letters represent time of travel
temporal locations.

Figure 1. Manual sampling locations for Chattahoochee River
below West Point Dam

Still another team conducted a time-of-travel study, drifting downstream at the same
rate as a parcel of water. Through close interval sampling of in situ parameters and
chemical constituents, changes within that parcel of water were recorded over time and

distance.

The West Point Dam study illustrates several of the many release studies that can be
undertaken using manual sampling techniques. The primary disadvantages of manual
profiling are the labor-intensive nature of the sampling and the fact that the data are
taken intermittently. Personnel must be present for data to be collected. When one is
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concerned with trends over a season, or a longer period, it is often difficult to obtain a
sufficient number of manual observations. Manual sampling is of great value in
determining water quality at multiple depths and locations, such as was desired in the
above study. However, it is not the best tool if close-interval or nearly continuous
sampling is desired.

Automated Remote Monitoring

Description

After determining the immediate area of concern within the tailrace through manual
sampling, the resource manager will often require a continuous record of real-time
water quality data as remedial procedures are employed to improve conditions. As
these remedial procedures are implemented, a data set of ambient water quality
conditions over time is required. Because of the close intervals required and the
necessity of around-the-clock measurements, manual sampling techniques typically
prove inadequate. In this situation, the best choice is an instrument that is capable of
measuring the desired parameters and logs data remotely. The principal advantage to
this design is in the ability of the instrument programmer to determine the desired
sampling interval and the overall sampling period. Further, the operator can deploy
and recover the data logger as a one-time occurrence, while still collecting a
near-continuous data set. This freedom is extremely advantageous.

Successful Example

The tailrace of St. Stephens Powerhouse, located on the Cooper River Rediversion
Canal in South Carolina, experienced midsummer fish kills during periods of
nonoperation. These kills were believed to be caused by insufficient dissolved oxygen
concentrations in the warm, nutrient-rich, and highly productive waters. Manual
profiling was used to explore the dissolved oxygen dynamics in the tailwater. Data
showed that anoxia developed within the near-dam bottom waters and progressed
vertically and longitudinally, eventually encompassing the entire tailrace. This anoxia
formation ultimately resulted in near-elimination of what had been a thriving tailrace
fishery.

Analysis of the poor water quality conditions resulted in a monitoring and
remediation plan. The tailrace was monitored daily via manual sampling from the
wing wall near the powerhouse. When oxygen concentrations decreased to less than
specified levels, the operator released the more highly oxygenated forebay water to
flush the poor water from the canal. The volume of water released was equivalent to
the volume contained in the canal, resulting in a near-complete replacement of water
within the tailrace. The desired result was achieved; dissolved oxygen concentrations
increased rapidly within the study area.

Manual sampling revealed that changes in dissolved oxygen concentrations followed
a diel cycle, with concentrations reaching a maximum in midafternoon during peak
photosynthesis and a minimum during the early-morning hours of minimal
photosynthetic activity. Thus, the most critical periods occurred when personnel were
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unavailable for manual sampling. This resulted in the decision to install an automated
remote monitor system.

The system was installed in a wet well on the wing wall of the powerhouse, with the
water quality sonde approximately 1 m above bottom. The sonde was wired into the
control room to a PC used to operate the sonde and to store data. Data were recorded
at 1-hr intervals. Using this system, the nature of the diel fluctuations of dissolved
oxygen dynamics was quantified. The resource manager found that daily fluctuations
in dissolved oxygen concentrations were as great as 4.0 mg/L during periods of
nonoperation, that is, periods where dissolved oxygen concentration was affected only
by natural processes. This determination would have been difficult to achieve through
manual monitoring techniques.

The continuous record of dissolved oxygen concentrations allowed the development
of a remediation strategy dependent on the actual trends in dissolved oxygen and not
on diel fluctuations. A plan was implemented to release lake waters when the
dissolved oxygen concentration decreased to less than a specified concentration for a
period of 8 hr or longer. This provided enough time for natural cycling to correct any
deficit, while still remediating if a deleterious trend in water quality was detected. The
details of this system are presented in Water Quality Technical Note CS-01 (Vorwerk
and Carroll 1995).

This example shows how a single automated monitor system can be used to reflect
the water quality of a large area. Because the area being sampled is at a fixed location
and depth and comprises only a small percentage of the entire sample area, the utmost
care must be used in determining the location and depth of the remote logger, that is,
the representativeness of the sampling location. To determine trends over a larger
areas, often more logging instruments must be used.

Representativeness of a Sample Location

Automated remote monitoring deployments inherently require a fixed sample
location. Therefore, instrument location is critical to ensure that sampled water is
representative of the body of water in question. Manual sampling procedures are most
often used to determine this location.

Determining the representativeness of various potential monitoring locations is
typically the most difficult task for a resource manager. Experience in manual
monitoring provides much insight into finding representative locations. This technical
note explores many possibilities, illustrating locations representative and
nonrepresentative of releases. It is essential to collect data that are not biased, that is,
data collected from water that is not release water but a mixture of release water and
some other water. Some sources of this bias are listed below.

e Monitoring release from one unit when several are operating, with lateral
heterogeneities existing in the forebay.

e Collecting water within the dam from a location that does not provide completely
mixed sample water (heterogeneities caused by vertical stratification in the forebay).
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e Collecting samples downstream of the dam which are affected by eddy currents
returning downstream (not release) water to the monitor location.

e Monitoring the release from a location where all dam-induced processes are not
complete (for example, turbine aeration and boil aeration).

e Monitoring the release from a location distant enough from the dam that
photosynthesis and respiration influence the sample water. In shallow tailwaters,
primary production can contribute large amounts of oxygen to the release.

In some cases, the optimum location (that which best represents the release or
answers the question of interest) is not feasible for deployment because of limited
access or equipment constraints. In these situations, careful consideration must precede
the selection of an alternate location. The following discussion illustrates possible
locations through short case studies and examples. The advantages and disadvantages
of each deployment and equipment type are discussed. The locations include lake
forebay, penstock, draft tube, and tailwater deployments (Figures 2 and 3).

In-Lake Logging Units

In-lake logging units can be
used to determine water quality
conditions in the near-dam
region of a lake. These data
reflect water quality conditions
prior to release and can be

used to predict release values.
S ey pipe—— A typical setup includes one or
on wing wall TAILRACE more water quality sondes
~————Buoyed sonde in midchannel measuring temperature,
dissolved oxygen concentration,
, o T e e | specific conductivity, and pH.
m&m The sondes are attached to a
cable suspended from an
anchored buoy. This system

Wing wall —— ———F—Sonde deployed in protective
pipe on downstream face of
powerhouse.

TALWATERS can provide a continuous
record of water quality
Figure 2. Plan view of dam monitoring locations conditions in the forebay.

However, one drawback is the
lack of accessibility to the sondes for data downloading and maintenance, which results
from the need for a boat and windlass large enough to retrieve the buoy, anchor, and
sondes. Also, the operator cannot access real-time data.

Because in-lake water quality changes slowly (scale of days to weeks), it is typically
adequate to use a boat crew and manual sampling to determine forebay conditions on a
routine schedule. This manual system is used at Richard B. Russell Lake to provide
data for predicting release dissolved oxygen concentrations. A more versatile but
costlier alternative is to use a radio-linked data transmitting station mounted on a buoy.
The water quality sondes can be connected to the radio transmitter, which allows the
operator to view real-time information and to transfer data.
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Figure 3. Cross section of dam monitoring locations

In-Lake Automated Profilers

In-lake automated profilers developed by Duke Power are presently undergoing
testing (personal communication, John Knight, Duke Power, Huntersville, NC). These
prototype units are self-contained lake-profiling, data-recording, and transmitting
stations. These stations automatically lower a water quality sonde to specified depths
and intervals, providing a continuous record of lake water quality conditions. The units
are connected to cellular phones, allowing data to be downloaded remotely via modem.
Thus, real-time in-lake water quality data are available. While this type system may
become standard in the future, current drawbacks include no commercial production,
significant initial purchase costs, and vandalism problems.

Tapping Water from Penstock

The first post-dam locations to consider for sampling are the dam’s penstocks, if
equipped with ports for sampling water. These ports can be plumbed to water quality
sondes equipped with flow-through cells. This location is useful in determining
penstock intake water quality conditions prior to any effects, such as turbine venting,
that result in increased dissolved oxygen concentration in the downstream releases.
However, some studies performed by Jim Ruane of the Tennessee Valley Authority and
Steve Wilhelms of the U.S. Army Engineer Waterways Experiment Station have shown
that if the forebay waters are not homogeneous, as is the case during stratified
conditions, water sampled from the penstock may not be well mixed and thus not
representative of the release. The taps are plumbed into a water quality sonde
flow-through cell. The sonde can be connected to a data-recording and sonde control
computer, or to a radio or satellite link if the dam is a remote site.

This type of monitoring system has been installed at Bull Shoals Powerhouse. It
provides information about intake water quality prior to turbine venting. The access
provided to real-time data is often critical in maintaining the downstream White River
trout fishery.
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Tapping Water from Spiral Case

Taps from the spiral case can provide information about near-turbine water quality.
Often, cooling water for the generators is drawn from the spiral case. A typical
installation directs water from a cooling line into a water quality sonde flow-through
cell. Because of the mixing effect of the turbine and the additional travel time or
distance from the face of the dam, water is assumed to be well mixed by this point and
representative of the intake water. In the absence of turbine venting processes, this
water should be representative of the release. However, if turbine venting is occurring,
the effects of aeration are not complete by the time the water passes through the spiral
case. This installation also provides easy real-time access to water quality information.
This system was used at Richard B. Russell dam to monitor release dissolved oxygen
concentrations.

Plumbing to Central Location

Water from the cooling line of each unit (as in the above example) is plumbed via
solenoid-controlled valves to a central mixing chamber. The solenoid switches allow
waterflow from each unit only during turbine operation. Because units contribute
water to the mixing chamber only during respective turbine operation, a representative
release can be sampled through this installation. Thus, any lateral heterogeneities
present in the forebay are proportionally sampled. Drawbacks to this system are the
cost and time necessary to install the piping, solenoids, and mixing chamber. Benefits,
beyond the laterally representative sampling, include the ability to use a single sonde to
monitor the release from all units. This eliminates any cross-calibration problems that
could occur if multiple sondes were used to monitor multiple units. Installation costs,
therefore, could be offset by moneys saved in purchasing a single sampling instrument.
Further, since the operator must communicate only with one sonde, data collection and
communication are minimized.

As in the above example, this method is not appropriate if any turbine venting or
other water quality alteration occurs downstream of the turbine. This setup allows
real-time data access and is presently in use at Richard B. Russell dam.

Tapping Water from Draft Tube

Water can be tapped from the draft tube, typically through ports immediately below
the turbines. The water is plumbed to a sonde with a flow-through cell and passed to
a drain. Because of the proximity of the turbine, travel time is insufficient for changes
due to turbine action (for example, turbine venting in the water). This location is
typically accessed in the penstock gallery, and thus the damp environment may be
inhospitable to electronic equipment. Because of these drawbacks, this location, while
allowing real-time access, is not recommended for most purposes.

Draft Tube Access Port
The draft tube access port is located on the draft tube deck. This port is designed to

allow access to the draft tube after dewatering. Using a wet well, a sonde can be
deployed in the access port and used to record water quality of the release. This
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location is sufficiently distant from the turbines so that most changes due to turbine
venting can be detected. The sonde is typically wired directly into the powerhouse,
where a data collection and sonde control computer is located. Thus, the operator has
real-time access to information. The advantages of this location include ease of
installation and access, representativeness of release water quality, and relatively low
cost. Drawbacks are that aeration due to post-powerhouse processes, such as boil or
weir aeration, is not measured. This system, in conjunction with a penstock monitor, is
used at Bull Shoals Dam to determine the efficiency of turbine venting.

Downstream Face of Dam

Some post-powerhouse processes can be monitored by mounting a protective pipe
vertically on the downstream face of the dam. The lower section of pipe is perforated to
allow water access to the sonde sensors. Use of a pipe, instead of strapping the sonde
to the face of the powerhouse, allows the sonde to be easily retrieved. In this
installation, the sonde is lowered into the pipe and wired directly into the powerhouse,
where a data collection and sonde control computer is located, allowing real-time data
access. Drawbacks include a relatively difficult installation (divers must attach the
wet well to the powerhouse face) and nonrepresentative data during periods of
nonoperation of immediately adjacent units. When generation is composed of units not
adjacent to the wet well, swirling eddy currents of tailrace or tailrace/release water may
be measured. The tailrace of Richard B. Russell Lake is presently being monitored with
a string of thermistor cables located in a wet well mounted on the downstream face of
the powerhouse.

Sonde Deployed in Midchannel

A data logging sonde can be deployed, via buoy and anchored cable, in the full flow
of releases. If a sonde is located downstream a sufficient distance, a representative
portion of each releasing unit may be monitored. If the release does not fill the channel
(plug flow), return currents can be entrained into the release causing the sonde to
sample a mixture of release and other water, that is, the sonde monitors
nonrepresentative water. Because of the midchannel location, this deployment
necessitates a boat for retrieval and data downloading. Retrieval may be difficult or
potentially hazardous during release, and real-time data access is not possible. The
greatest advantages are ease of deployment and low installation cost, making this type
deployment desirable for limited budgets and short-term studies.

Sonde in Protective Pipe on Wing Wall or Bank

A sonde can be deployed in a protective pipe mounted on a wing wall of the
tailrace. This deployment allows the resource manager to monitor water in which most
post-powerhouse effects (boil aeration, turbine venting) have occurred. The sonde
communications cable is typically wired into the powerhouse, where real-time data can
be accessed by the operator. This location can also be used to monitor tailwater
conditions during periods of no release. One drawback of this location is that, if
multiple turbines are present, the water quality of the unit nearest the wing wall may
be the only one accurately monitored. Thus, any lateral heterogeneities in release would
not be represented. This location can also be affected during generation by eddy
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currents when the unit nearest the wing wall is not operating. A wing wall
deployment is in place at St. Stephens Powerhouse (as detailed earlier in this technical
note) and at Norfolk Dam.

Sonde Deployed in Protective Pipe in Tailwaters

For this deployment, the sonde is placed in a near-horizontal protective pipe
extending into midstream. The end of the pipe is perforated to allow water to flow
across the sonde sensors, while protecting the sonde from physical damage. The data
cable runs out of the pipe to a terminal that is housed in a weatherproof case. The
terminal can be satellite or modem linked to a data-recording computer. Another
option is to run the data communications cable directly to a computer that is housed in
a nearby structure or building. The computer can be remotely accessed via modem for
real-time data. The advantages of this deployment are that the sonde is deployed
centrally in the current, and the water sampled is representative of the tailwaters. The
disadvantages are difficulties in deploying the sonde, increased fouling of the probes,
and risk of vandalism. Further, if return eddy currents are present or the sonde is not
in full flow, sample bias will be recorded. This type of system is in place in the White
River, below Bull Shoals Dam.

Sonde Deployed in Building—Water Plumbed to Unit from Midstream

This deployment involves a pipe extending into the tailwater with a submersible
pump deployed at its base. The pump is plumbed into a building, where the sonde
(fitted with a flow-through cell) and the data-recording computer are located. Sample
water is pumped from a point in the channel assumed to be representative of the
tailwaters. The drawbacks of this location are long-term pump maintenance and
possible bias of sample water. Bias can occur if the pump location is nonrepresentative
or if ambient conditions affect transported water prior to measurement by the sonde.
This method is relatively secure from vandalism, and because the computer can be
connected to a phone line, real-time remote data are available. This system is in use at
]J. Strom Thurmond Dam and Hartwell Dam on the Savannah River.

Communications for Automatic Remote Monitoring

Communications, relaying the collected data to the database, plays a central role in
automated remote monitoring systems. Communication can be accomplished using
either one- or two-stage processes. In one-stage communication, the data are
transmitted via cable from the water quality sonde to the user. For two-stage
communication, information is first transmitted from the water quality sonde to an
interim data collection point, such as a computer or relay station. This information is in
turn transmitted to users via modem, radio link, or satellite link.

Strategies

One-stage communication can be quite simple. A logging sonde or other water
quality instrument can be deployed to log data. At the end of the study period, the
sonde is retrieved and downloaded. This strategy is best employed for short-term
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studies. A second strategy is to connect a computer .to a sonde using a data
communications cable. This allows the computer to control the sonde and record the
data. This computer might be located in the operator’s office or control room where
the operator can query the sonde for real-time data.

Two-stage communication allows greater versatility. If the data-recording computer
is at a remote site, for example, a remotely operated dam, modems may be used to
communicate from the monitor site to the central control room. Using this method, an
operator can access real-time information, monitoring the releases from several remote
sites from a central location.

Radio links can also be used for two-stage communications. Commercially available
radio links can be used to control sondes and send data to a central receiving station,
which stores the data. A similar method employs satellite linkages to transmit data to a
central location. While these two methods are necessary for remote applications and
applications having large amounts of electromagnetic interference (limiting the ability to
use wire to carry the signals), their cost is substantially greater than modem
communications discussed in the above paragraph.

Interference

When data transmission wires carry signals long distances (>15 m), electromagnetic
interference can cause signal loss; weak, garbled signals; and incorrect information.
This problem is often extreme in monitoring hydropower releases because signal
transmission wires are often located near areas of high electromagnetic radiation
(generators, switch yards, high-voltage transmission lines, and transformers). Several
potential solutions exist, which vary in cost and installation difficulty.

A shielded cable can be used instead of the normal data transmission cable (typically
telephone line). A greater degree of protection can be gained by enclosing the cable in
grounded metal conduit. A second method is to use fiber optic cable and modems.
With fiber optics, the signal is carried by light and thus is not susceptible to magnetic
interference. A third method is to use commercially available radio links, which have
built-in error correction capabilities in the software.

Depending on the severity of interference, one of these methods should be
appropriate. A good strategy is to begin an application with shielded cable, the least
expensive solution, and then employ a more expensive fix as necessary.

Conclusions

An ideal sampling plan for hydropower release monitoring would include both
manual and remote methods. However, if a compromise must be achieved, the
resource manager must determine whether the release water quality problem requires
short-term intermittent or long-term continuous data sets. Manual sampling is valuable
when used in an exploratory manner. Manual sampling can determine if a degradation
of water quality exists, the location of the worst and best water quality, and any gross
changes with time or operation schedule. While labor intensive, manual sampling
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affords the best overall view of a system while recognizing the limited nature of the
data due to the number of measurements. Automated remote monitoring is the best
choice when a continuous record of water quality is required. A more thorough
analysis of hydropower release conditions can detect short-term changes (daily or
during project operation), as well as long-term changes in water quality (over a season
or year). However, due to the fixed nature of automated sampling, the responsible
individual must be absolutely certain that the data logger is placed in a location where
representative water will be measured. Many factors must be considered prior to
proper implementation of a sound and appropriate hydropower release sampling
strategy.
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Purpose

This technical note describes methods for monitoring water quality at hydroprojects. A water
quality manager can apply the techniques described herein to design a site-specific water quality
monitoring system that provides information for water quality problem-solving.

Background

Remote monitoring systems are important tools for lake managers, hydropower operators, and
others concerned with hydroproject-influenced water quality. Remote, automated water quality
monitors provide temporal data sets that are used for determining water quality trends under
various operational and seasonal conditions. Data collected via remote monitors can be used to
identify areas of management concern and are valuable for developing and calibrating predictive
models.

The usefulness of data collected by remote monitors depends on how effectively the sampled
water represents the parameters of concern for the area. Many variables affect the
representativeness of monitoring locations, including lateral, longitudinal, and vertical
heterogeneities in the water; equilibration times of the water quality instruments; and
hydrological, biological, and physicochemical processes within the sample areas.

This technical note describes the processes involved in designing and deploying automated,
remote monitoring systems and analyzing the data they generate. It is not intended as an
exhaustive review of the subject, but highlights the more critical steps in developing monitoring
systems. Where appropriate, case studies are cited.

Although the primary purpose of this technical note is to describe the installation and
maintenance ohutomatedremote monitoring systems, the ideas presented have application to
manual sampling programs as well. The ultimate goal of any monitoring program should be to
collect pertinent, representative data. The flow diagram presented as Figure 1 is a generic
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guideline for implementing a monitoring program. It is meant to organize the ideas that are
discussed in this technical note, and not as a “recipe” for designing and installing automated
monitors.

|Decision to implement a monitoring program ———-IHow, and by whom, are the data to be used? |
Determina!tion of —lWhat are the parameters of concern? ]
program goals —-—-IWhat other project data are available? !
lSite chara::terizationl —IIs the installation to be permanent? |
Analysis olf pre-installation data and ——{How are the data to be accessed? l
sclection (}f the best monitor
|Hardware linstallation I
I;;tl-)ilrilztgallation follow-up | Chemistry I
Compilati:m of monitor data set
with linkage to other project data
IData anal ;’ <is and reportingl ——IPhysical changes to site I
IFollow-uvaalidation } ﬁw goals for monitor |

Figure 1. Flow diagram for water quality automated monitor system design
Preinstallation

Goals

The first step in implementing any monitoring program is to determine its goal. Potential
guestions may include the following:

o Why are the data needed?

« Who will need access to the data?

o Are the data needed real-time or at some other level of frequency?
« What type of sampling interval will be required?

« What s the time frame from data collection to data reporting?

The objective at this stage is to determine what will be expected of the monitoring program.
The answers to these questions influence subsequent decisions regarding equipment and location,
and are necessary to prevent the implementation of what has been characterized as a “data-rich
but information-poor” monitoring program (Ward, Loftis, and McBride 1986).
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The answers to questions such as those listed above help managers determine if automated
monitoring is needed to attain the goal of the program. Grab sampling may be better suited to a
temporary monitoring program or one having a long sampling interval. In a lengthy or
permanent installation or one requiring a short sampling interval, grab sampling quickly becomes
cost prohibitive, and automated, remote monitors are both more appropriate and effective.

Site Characterization

After the decision to install an automated monitor has been made and the water quality
parameters to be measured have been identified, the next step in the preinstallation process is to
characterize the study area. This may be accomplished with short-term manual sampling. A
working knowledge of the parameter(s) to be measured is essential to identify the most
representative deployment site. In addition, the hydrology, morphometry, flow patterns, climate,
chemistry, and biology of the site determine the optimum monitoring location. Characterization
of the area should include identifying any lateral, longitudinal, and vertical heterogeneities.
Sampling should be conducted under the conditions that will be experienced by the monitor; that
is, if the monitor is to measure hydropower release water quality, then preinstallation sampling
should be conducted during release periods.

Four general areas need to be considered in deploying hydroproject monitors: the forebay, the
area within the hydroproject’'s physical structure, the tailrace, and the tailwater. Preliminary areas
of study would depend on the monitoring objective. For example, the preliminary study area for
a release water quality monitor for a hydropower dam may be the tailrace. An installation for
monitoring the effectiveness of water quality improvement measures may be located upstream for
pretreatment conditions and downstream for posttreatment conditions. A monitor for evaluating
hydroproject operation on downstream habitat may be located in the tailwater some distance
downstream of the project.

Regardless of the monitoring program’s goal, certain locations will probably be apparent as
logical starting points for consideration. Secondary consideration may focus on accessibility for
calibration and maintenance; however, the most convenient location is not always the most
representative one, and greatest emphasis should be placed on data quality.

Many relatively inexpensive water quality instruments that are capable of internally storing
data are commercially available. These instruments allow project planners to experiment with
various site locations via short-term deployments. These data can then be combined with grab
data to provide temporal and spatial representations of the daily and seasonal variations for the
area. Careful analysis of the available data is crucial during the preliminary stages of developing
a monitoring program, to prevent future problems regarding data validity and defensibility. Often,
a logical location for the monitor may be apparent; however, peculiarities of the site, particularly
with respect to flow patterns, may preclude installation of the monitor in this area. The logical
location provides a starting point for the validation stage of the preinstallation process.

Conservative water quality measures (such as temperature or specific conductance), which are
not easily affected by biota, may be used as “tracers” to track parcels of water. Comparing
conservative parameters cannot conclusively validate the representativeness of a potential location
but can eliminate a nonrepresentative one. Several case studies will be presented to further
develop these ideas.
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Ice Harbor Example

Ice Harbor Dam is located on the Columbia River immediately upstream of McNary Dam and
immediately downstream of Lower Monumental Dam along the Oregon/Washington border
(Figure 2). Spilling operations conducted for
fish passage, as well as flood control, often —
lead to dissolved gas concentrations that are * <
supersaturated with respect to the atmospher,  _y— d
Supersaturation of dissolved gases in water
may have severe detrimental impacts on fish|
As a result, extensive studies to measure
dissolved gas concentrations and dynamics :
have been conducted at the U.S. Army Corpy_ @& i
of Engineers projects in the Columbia River
Basin.

Columbia River
Basin

y;
Seattle /Lower O Goose

i i i Monumental
Data gathered during transect studies in -~ Washington \ s¢

support of the total dissolved gas monitoring B&--"porttand 2>
program illustrate how data gathered for othe
purposes can be used to plan an automated
monitor installation. The results from these
lateral transects are displayed in Figure 3.
Two monitors were previously installed in the
Ice Harbor tailwater (indicated as the labeled
points in Figure 3); however, they were
neither designed nor intended to reflect the
extent of the variation in total dissolved gas
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Figure 3. Contour plot of Ice Harbor total dissolved gas transect data
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The goal of the monitoring program dictates the deployment design. If the goal of the
program were to measure critical total dissolved gas concentrations, then a single monitor near
the area of highest total dissolved gas concentrations may be sufficient (point A, Figure 3). If
concerns were for the mean total dissolved gas concentrations for the area, a single monitor
located near midchannel may be appropriate (point B). However, if the program’s goal were to
map the total dissolved gas concentrations for the tailwater, a single fixed monitor would be
inappropriate, and an alternate plan would have to be developed, involving numerous fixed
positions (for example, points C, D, and E in Figure 3). This example highlights the need for
good planning and preinstallation sampling in the early stages of developing a monitoring
program.

Monitor Equipment

Hardware

Data requirements and available funding will dictate the hardware selected for the monitor
installation. Water quality instruments equipped to measure most parameters of concern are
commercially available. However, these instruments vary with respect to accuracy, precision, data
presentation, and expense.

Consideration should be given to the design limitations of the instrument when selecting water
quality equipment. For example, if the purpose of the monitor were to record dam release
dissolved oxygen (DO) concentrations for mitigation and the requirement was to remain within
0.5 mg/L of a target DO concentration of 5.0 mg/L, then oxygen probes with an accuracy of less
than £0.5 mg/L would be inadequate.

Deployment/retrieval monitoring is used for thermal monitoring and special studies at Richard
B. Russell Reservoir on the Savannah River. For this application, water quality instruments with
data logging capabilities are deployed, and the data are retrieved later. If data are needed real
time, a computer/modem system can be used. Relatively inexpensive, reliable water quality
sondes interfaced with a personal computer/modem can be obtained for less than $5,000 (1996).
Commercially built data collection platforms are available, and most can be tailored to fulfill the
design requirements of the site. With computers and other data platforms, the operator achieves
greater flexibility with respect to how the data are stored and accessed.

As a general rule, equipment should be selected based on the following factors:

« Instrument accuracy, precision, and resolution desired.
o Instrument deployment requirements.

o Deployment method (deploy/retrieval, computer/modem, incorporation with existing equip-
ment, etc.).

« Fouling concerns and required calibration and maintenance regimens.

« Instrument expense and monitoring program budget constraints.
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Software

Off-the-shelf data collection platforms include software or programming instructions that allow
them to be configured to communicate with a variety of instruments. Additionally, personal
computer communications packages can communicate with water quality equipment and store
and transmit data; however, design flexibility is generally less. BASIC software programs
(Microsoft Corporation) can be developed as an alternative to off-the-shelf communications
packages and afford the user control over communication protocol and data storage format
(Vorwerk, Moore, and Carroll 1996). The data storage format is an important design
consideration because it facilitates integration of the final monitor data set with other pertinent
data sets (for example, hydroproject operation data) and allows real-time data presentation to
better fit project requirements.

Location Validation

Postdeployment data validation is a crucial final step in the monitor installation process, as
this evaluates the representativeness of the monitor location. Although postvalidation may seem
unnecessary if care was taken during preinstallation sampling, the installation itself may have a
measurable impact on how the water quality is represented by the equipment. A dam release
monitor could be installed in the tailrace of a project, with water pumped to it from an area
determined to reflect the area of management concern during generation periods. Subsequent
calibration visits may confirm that the sensors are operating well within the manufacturer’s
specifications. From this, it may be assumed that the monitor is accurately representing the
parameters of concern. If, however, the water were being warmed as it passed from the tailrace
through the pipe to the monitor, it would actually reflect the water within the sample chamber
and not the tailwater. Likewise, changes in the physical structure of a site or introduction of
water quality improvement measures may alter the representativeness of an established monitor.
These concerns must be addressed via postdeployment verification studies.

Data Interpretation

After the monitor is in place and recording representative water quality data, the next concern
is how the data should be used. Raw monitor data are of little use if they are not presented in a
manner that facilitates interpretation. Off-the-shelf spreadsheet and database programs such as
Excel (Microsoft Corporation), SAS (SAS Institute, Inc.), and SPSS (SPSS, Inc.) expedite data
analysis and reporting by facilitating the linkage of monitor data with other project data. Data
must undergo vigorous error-detection and filtering processes prior to analysis. Raw monitor data
must be edited to remove machine characters, usually artifacts of the data collection software,
before they can be properly imported into analysis software packages.

Water quality sensors typically exhibit some degree of response drift as a result of the
sensors’ chemical reactions (for example, oxidation of DO probes). Sensor drift can also result
from biological activity. For example, algal growth on DO probes may decrease the reported DO
concentrations by inhibiting oxygen diffusion across the sensors’ membranes. Routine calibration
may reduce the degree of sensor drift; however, postdeployment corrections for sensor drift can
further improve data accuracy.
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For the Savannah River monitors where dam release DO concentrations are the primary
concern, frequent calibration visits (at least once a week) during summer months reduce the
degree of drift resulting from biological activity. Calibration drift is assumed to be linear, which
allows corrections to be based on the degree of drift per hour for the period between
calibrations. Each reading is then corrected for drift by adding or subtracting this value to it,
with the drift at the time of the first calibration being equal to zero. The causative factors
leading to drift vary depending on the site, the parameters being measured, and the equipment
being used. (The instruments used for monitoring the Savannah River hydroprojects have a
resolution of £0.2 mg/L; therefore, drift must be >0.2 mg/L before corrections are made.) Drift
must be determined for each site and should be factored into the data set prior to its
incorporation with other project data (Whitfield and Wade 1993).

Data should be incorporated with other project data prior to final analysis. By combining the
available data into a comprehensive project data set, “windows of reflectiveness” can be better
identified and data interpretation will be more accurate. For example, the release monitor at
Hartwell Dam, a Corps project located on the Savannah River (Figure 4), is deployed in the
tailrace (Figure 5). It consists of a submersible pump and pipeline to pass water from the tailrace
to a water quality sonde in a nearby building. Because it samples water from the tailrace, the
monitor represents release water quality only during periods when Hartwell Dam is releasing
water. Data for periods of nonrelease reflect the tailwater conditions only in the area localized
around the sample intake line.

Hartwell Dam

North Carolina

Savannah River

Watershed Monitor Building
Location Map

South Carolina

Richard B. Russell
Vicinity Map Headwater

Figure 4. Savannah River basin Figure 5. Hartwell Dam release monitor
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Representative periods are readily apparent when both the monitor and operations data are
incorporated (Figure 6). Data falling outside the “window” that defines representative periods,
generally resulting from changes in project operations, are not included in final reporting as they
are not reflective of the parameters of concern.

30000 — 10000 "Window" of Monitor Data Reflectiveness — >,

20000 —

10000 —

Dam Discharge (cfs)
Dam Discharge (cfs)

0 -

15 —

14
13—-
12
11—-

10 T T T T T T T T T -

Temperature °C
Temperature °C

24 12 24 12 24
Day Hour

a. May 31-June 30, 1995 b. June 18-19, 1995

Figure 6. Hartwell Dam operation and release temperatures

A large equilibration period (longer than 20 minutes) may be required by some instruments before
accurate measurements are possible. This is especially true for gas measuring instruments such as
DO or total dissolved gas sensors. Instrument and design limitations such as these should be
considered during the final analysis, particularly in situations where rapid changes are experienced.

Case Studies

Continuous, automated monitors are presently being used by the Corps to monitor the release
water quality of the hydropower projects on the Savannah River forming the Georgia/South
Carolina border, the tailwater conditions during periods of no release at St. Stephen Dam on the
Cooper River in South Carolina, the effectiveness of turbine venting procedures at Bull Shoals
Dam on the White River in Arkansas, the total dissolved gas concentrations at various projects
throughout the Columbia and Snake River systems, and at other projects throughout the United
States. The monitoring goals, parameters of concern, and available funding vary significantly
from project to project; however, the overall goal—to collect representative data—is common to
all. The case studies discussed below demonstrate some of the techniques that have been used to
ensure sample reflectiveness at various projects.

Richard B. Russell Dam

Richard B. Russell Dam is a Corps generation/pumped storage project located on the
Savannah River between the Corps reservoirs of Hartwell and J. S. Thurmond (Figure 4). The
Russell monitor measures release water quality for the purpose of maintaining a release DO
concentration of 6.0 mg/L. The Corps operates an oxygen injection system in Russell forebay to
maintain this concentration during the summer months when hypolimnetic DO concentrations
approach anoxia. The 6.0 mg/L DO concentration requirement applies to the release and not to
the tailrace or tailwater conditions; therefore, the sampled water must reflect the Russell release
and not the conditions of the Thurmond headwater.
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The monitor was originally located in the tailrace, where follow-up studies later demonstrated
that flow patterns caused the monitor to be less reflective of Russell Dam release water than the
ambient tailwater conditions (Figure 7). Temperatures and DO concentrations were measured at
various points in the tailrace and the dam, and
were compared with the temperatures of the
water sampled by the original tailrace monitor.
For comparison, temperature was selected over
DO, since it was a more conservative parameter|™
and as such was deemed to be less susceptible [
to exterior influences (Vorwerk and Carroll
1994).

Russell Dam

oD I

o CH R R e e e O

=

The lacustrine tailwater region at the Russell
project prevented the deployment of the tailrace
monitors that had been successful for other
Savannah River monitors. A mixing chamber
system containing a water quality sonde was
implemented such that water passage was
controlled by solenoid switches. The switches
were configured to restrict water passage to

periods of turbine operation. This system Monitq} Locatio.n/__.
(Figure 8) allowed representative water to be
sampled with a single in-dam unit. While the j
monitoring goal (to measure release temperature) 7
. J. S. Thurmond
and DO concentrations) was the same for the Headwater
Savannah River monitors, specific characteristics
unique to each site had to be considered in Figure 7. Richard B. Russell original downstream
determining where to locate the monitors. monitor

To PC serial port located
in RBR Control Room Shielded 8-wire
Phone Cable
1-Amp

RS-232 to Phone

Trickle Charger Cable Adapter
2 3 RS-232/Sonde
7 Interface Cable
12-Volt Battery
External Power ol oo
y <] — Inflows from Cooling
Source & s ————"W Lines of Turbines
d U) p—————
-6'9 P Cooling Line
N
o§ / Solenoid Switch
Mixing Chamber _+_

Sensor Guard/Stir Motor

Figure 8. Richard B. Russell piping gallery monitor
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Bull Shoals Dam <

Transformer

Generator

At Bull Shoals Dam on the White River,
Arkansas (Figure 9), the goal for the

monitoring program was to determine the L] ~
efficiency of turbine venting operations N

conducted in order to increase downstream | Pestock Rcoess Port
DO concentrations. Two of the seven Bull .

Shoals units had turbine venting capability, Pre-remediation _

Monitor

and penstock monitors had previously been
installed to measure the pretreatment water
quality. In situ sampling demonstrated that Post remediation
locating the posttreatment monitors in or

near the draft tube exits would best represent Figure 9. Bull Shoals powerhouse, White River,
the release water quality. The draft tube Arkansas

access ports were chosen for their proximity
to the draft tube exits and because they
afforded easy access for calibration and
maintenance. The concern was to isolate the
monitors from the release of the other units
to accurately identify the DO increase
resulting from individual turbine venting.

South Carolina

Lake Marion
Cooper River Rediversion
Canal

Lake Moultrie

St. Stephen Dam

St. Stephen Dam is a Corps power project
located near St. Stephen, SC. The dam
rediverts water from Lake Moultrie back to
the Santee River (Figure 10). A fish kill
during spring 1991, which was attributed to
insufficient DO concentrations during
nonrelease periods, prompted evaluation of
the DO dynamics surrounding the project. It Figure 10. St. Stephen Dam vicinity map
was determined that releasing water when
the DO concentrations were low caused
dilution of the poorly oxygenated canal water with
well-oxygenated reservoir water and prevented DO-related fish
kills. The monitor program implemented at St. Stephen was :I

Charleston

St. Stephen Dam

designed to measure the tailrace DO concentration during Wing-wall—
periods of no release. Real-time monitoring data were used to
indicate when critically low DO concentrations occurred so
water could be released, thus minimizing the potential for a fis
kill. Manual sampling indicated that the monitor should be
placed near the bottom of the canal and near the dam, since
anoxic conditions were realized in these areas first. A monitor Tailrace
attached to the wingwall downstream of the dam (Figure 11)
represented “worst-case” conditions (Vorwerk and Carroll 1995

Monitor

Figure 11. Schematic of the
St. Stephen Dam tailrace monitor
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Conclusions

Remote, automated monitors are valuable water management tools. Large gains continue to be
made with respect to water quality instrumentation, which reduces the need for costly equipment
and labor-intensive sampling regimes. Too often, however, the assumption is made that
deployment of a fixed monitoring system is sufficient for generating the desired data with little
(if any) forethought devoted to outlining the goals of the monitoring program. Without clear
goals, it is impossible to design a preinstallation program to determine the most appropriate
location for the fixed monitor. Data density without data quality is of no use to project managers.

By clearly defining the objectives of the monitoring program prior to beginning data
collection, and characterizing the study site with respect to the physicochemical and biological
attributes of the system, it becomes possible to design and install an automated, fixed location
monitor that supplies data representative of the parameter(s) of management interest. Data should
be analyzed as they are collected, especially during the critical preinstallation sampling, as it
may be necessary to redesign the sampling approach to better address the questions to be
answered or address new questions that arise during the study.

Incorporating all available data (including project operations, meteorological, and historical
data for the project of concern) helps managers to address issues and collect data that may
require intensive sampling efforts to obtain. Valuable information may be realized from historical
data sets that may have been neglected otherwise. The monitoring program should remain
focused on the objectives that were outlined at its inception.

Periodic evaluation of the monitor’'s performance should be a routine component of the
analysis process, especially when structural or operational modifications to the project or monitor
occur. Reevaluations of this nature are imperative for ensuring representative data collection.
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Point of Contact

For additional information, contact Mr. John W. Lemons (lemons@gorge.net), Dr. Michael C.
Vorwerk, or Mr. Joe H. Carroll at the U.S. Army Engineer Waterways Experiment Station
(WES), The Dalles Dam, (541) 298-6656, or Mr. William E. Jabour at the WES Trotters Shoals
Limnological Research Facility, (864) 447-8561.
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Purpose

This technical note describes a method for verifying the representativeness of mean-value and
extreme-value water quality monitoring locations. Recommended techniques are illustrated using
data collected with the total dissolved gas monitoring system on the Columbia and Snake Rivers.
This technical note shows how statistical techniques can be applied to the design of monitoring
systems to ensure that data collected are representative and thus scientifically defensible.

Background

Water quality managers must carefully choose the locations for fixed water quality monitors,
to ensure that the data they collect accurately reflect water quality conditions of the water of
interest. Often, a monitor site will experience some spatial or temporal bias, and data collected
there will not represent the release or river in question.

For rivers and hydroproject releases, bias may be the result of combined spill and generation
releases (Lemons, Vorwerk, and Carroll 1996), releases into lacustrine tailwaters (Vorwerk and
Carroll 1994), generation drawing water from a forebay with heterogeneities (Lemons and others
1996), point sources of pollution, or other processes (Vorwerk, Jabour, and Carroll 1996). A
monitor system intake may be located in some portion of a flow and accurately measure its
water quality, while not reflecting the quality of other portions (Figure 1). Thus, to provide
usable data for operation, regulatory, or background monitoring needs, a manager must verify the
representativeness of monitor sites with regard to the monitoring program goals.

This verification must include quantification of the spatial and temporal similarity between
water quality data gathered at the monitor site and in the stream or river in question. Flowing
water monitor systems can be designed to create temporal records of water quality information
as either means or extreme values (Ward 1979). Different verification techniques are necessary
for each of these designs. This technical note discusses the techniques necessary to verify
mean-value monitor systems.

US Army Engineer Waterways Experiment Station
3909 Halls Ferry Road, Vicksburg, MS 39180-6199
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Great Distances Downstream
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Figure 1. Possible sources of heterogeneities in flowing water

To obtain mean values of water quality parameters in flowing water, the analyst must have
some knowledge of the mixing processes that are prebesitu data are needed for the
verification. If the stream is turbulent and well mixed, it may be the case that any location can
accurately represent the quality of the water. If the stream is not well mixed and has
heterogeneities in water quality, the data must be flow weighted.

Flow-weighted data allow one to calculate the mass transport of parameters through the cross
section of the stream in time. Some examples of flow-weighting include temporal quantification
of dissolved oxygen mass or average dissolved oxygen concentration moving down a river, a
record of average total dissolved gas saturation, mass transport of nutrients, or a record of
average temperature. The important aspect is that the value of the parameter of interest is
averaged across the area of the channel cross section with respect to velocity.

Any verification must be both qualitative and quantitative. This technical note describes
approaches for statistically quantifying and verifying the adequacy of monitoring sites for
measuring the average water quality at river transect. Total dissolved gas data collected from the
Columbia and Snake Rivers are used to illustrate these techniques. The statistical methods
provided will allow users with a basic knowledge of statistics to design and implement studies to
verify the representativeness of their own monitor locations. A review of statistics with water
quality applications can be found in Gaugush (1986). It should be noted that, although this
technical note is based on the use of automated fixed water quality monitors, the procedure
described can be applied to manual monitoring as well.
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Approach for Mean Data

Data Collection and Preparation

Transect with Several
Evenly Spaced Stations

The basic approach to verifying the et ot G Lt 1 |
representativeness of a monitor site is to Lecaton \\)

compare matched pairs of observations
from the monitor and averaged from the
ﬂOW (F|gure 2) These pa”’S must be Cross Section of Flow and Water Quality Constituents
taken over as many different times, flow
conditions, and water quality variations
as possible.

Figure 2. Cross section of flow with evenly spaced sample
stations along a transect

The observations in the flow must be distributed so they adequately describe water quality
conditions across the stream. For wider streams and rivers or for more highly variable water
guality conditions, more sample locations are necessary. The sample values from the stream are
averaged with an area-weighted average. If velocities vary greatly in the stream cross section, the
data averaging must also be flow-weighted. The next section provides details on this weighting.

In practice, data are often limited, and the only available option is averaging the transect data
with a simple arithmetic average, and then carrying out the statistical comparison. However, if
the stations are not evenly spaced or if the water column has lateral or vertical heterogeneities in
water quality or velocity, then a flow-weighted average should be calculated.

Flow-Weighted Data

The following method can be used to
calculate a flow-weighted average. For Cross section of Flow
each sample statiom, and depthz, with

velocity Ui’Z and water quality parameter C;?::in 33.1

value P, , assign an areaA , that the 7 | e
information gathered at that location Parameter 2.1

represents (Figure 3). The area can be A2z Asz
difficult to calculate and is most often Uzz o Usz o
approximated from depth soundings, P2z P32

maps, surveying techniques, global \_/

positioning equipment, and “best-guess.” @ Represents Sample Location

Lines Represent Division of Cells

The transect flow-weighted average of

the parameteP can then be expressed as Figure 3. Hypothetical sample scheme for

» max flow-weighting data

> 2 AR,

Zmax

> > AL

1 z=0 (1)

p=
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Averaging should be carried out for each sampling time. Again, only in the most carefully
designed and executed studies is such information available. More typically, an analyst may have
three to seven lateral measurements along a transect to compare with fixed monitor information.
In this case, the analysis can be performed, but the analyst must be aware that those limited data
lessen the weight that may be given to any conclusions.

Statistical Comparison

At this point, the verification data set should contaimpairs of data X(m,j’ Xs,j), each
containing a monitor observaticmmj and an average stream valk(g for time j, wherem ands
indicate that the observation came from the monitor or stream, respectively. Next, one tests the
relationship between the two locations using a paired t-test (following Hines and Montgomery
1980). This test assumes that the samples each come from a normally distributed, independent
distribution. However, moderate departures from normality should not adversely affect the
analysis (Pollard 1977). The difference between each pair of observalﬂpnsxmj - ij, should
come from a normally distributed independent distribution.

To verify that the data come from a normally distributed population, either of two methods
can be used. The easiest method is to plot the data on normal probability paper or use a
statistics software package to generate a normal probability graph. A second method is to use a
guantitative test such as the Kolmogorov-Smirnov test or Lillefore’s test. Further details of these
tests can be found in Hines and Montgomery (1980) and Pollard (1977). Within this technical
note, normal plots are used; these were generated using SPSS (SPSS, Inc., Chicago, IL), a
statistical analysis software package.

Once it has been determined that the data come from a normal or nearly normal distribution,
one can begin the comparison by stating the hypotheses. The null hypothesis is that the mean of
the differences between paing,, , is zero. This implies that monitor value agrees with stream
values and is representative. The alternative hypothesis is that the mean of the differences is not
zero; that is, the monitor values do not agree with stream values and are not representative. This
is stated as follows:

Ho:lp =0 (2)
H:pp, %0 (3)

These hypotheses are tested with the following statistic:

= D
O_SD—’
/Jﬁ (4)
where
n D
5:; |

n (5)

4 Water Quality Technical Note AM-03 (January 1998)



n-1 (6)

and we rejecHif t, >t,, _ orif t, <t

Y2 %0
and is the type | error, or the probability of rejectiig whenHj is true. IfH, is rejected, we conclude

that the fixed monitor system does not represent the water quality of the streanx athigdence level.

If Hyis not rejected, we conclude that “we have not found sufficient evidence to gjegtlines and
Montgomery 1980). This may be because the monitor site accurately represents the stream or because the
sample size (that is, the number of comparisons) is so small that not enough data are available to make the
stronger conclusion to rejekl,. So, for verification, we need a large enough sample size to minimize the

type Il error (that is, the probability of acceptikty whenH, is false).

_,- The confidence level, is typically taken to be 0.05

Similarly, one-sided hypotheses can be tested as follows:
Ho'Mp < 0,Hy:pp > 0, rejectHy if ty >t 4 (7)
Ho'Mp 2 0, Hyipp < 0, rejectHy if ty <ty 4 (8)
Determining the Power of the Test

The rejection of the null hypothesis is considered a “strong” conclusion because we control
the type | error (choice oft), or the probability of rejectindd, whenH, is true. On the other
hand, the acceptance of the null hypothesis is considered to be a “weak” conclusion, because we
do not control the type Il errorf3), or the probability of acceptingl, whenH, is false.

Thus, to determine the meaning of our conclusion when we accept the hypothesis that a
monitor represents the flow, we must determine the type Il error. For the monitor location to be
acceptable, the type Il error must be acceptably small.

To estimate the type Il error, @, a statisticd is calculated, and witlm andn, 3 can be
determined from operating characteristic charts available in statistics books (Hines and
Montgomery 1980, p 604). Using Equations 5 and 6, we calcwas follows:

4=0l
S (9)

Oncep is found, the probability of correctly acceptirdy, is the power, namely? = 1 — 3.
Because we want only to correctly accefy, we desire the power to be as close to 1 as
possible. The question then becomes, What's good enough?

Since we typically choose to be 0.05, it seems reasonable to attempt to fiotd a similar

probability. However, because we have no direct control @ygurobabilities less than 0.2 are
probably sufficient. Thus, we consider comparisons with the power greater than 0.8 to be
acceptable.
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If we are designing a verification study, pilot studies, such as the one described in examples 1
and 2, providea priori knowledge ofD ands,. This information can be used to design the
verification study with a sample size large enough to ensure that the power is as great as
desired. This is accomplished through increasing the sample size until the desired vdbuis for
achieved on the operating characteristic curve.

Example 1: Columbia River Camas/Washougal Station—Hand Calculation

The following example illustrates this method with data from the Camas/Washougal total
dissolved gas monitoring station (CWMW) on the Columbia River. To assist smolt in their
downstream migration, the U.S. Army Corps of Engineers spills surface water from projects on
the Columbia and Snake Rivers. This spillage causes air to be driven into the water column to
depths where it causes gases in the water column to be supersaturated with respect to surface
saturation. This supersaturation can be detrimental to fish, so the Corps monitors spill gas
concentrations in the rivers. Thus, this system is designed to determine the extreme total
dissolved gas concentrations resulting from spilling water. This information is used for
compliance and in project operations.

To determine if these monitors could be used to determine the flux of total dissolved gas in
the river, the statistical verification studies presented in this technical note were carried out. The
verification is based on comparing monitor data with data collected at eight transects near the
CWMW monitor site (river mile 122) on 3 days (Table 1). The stations on the transects were
approximately evenly spaced, so the data for each transect were simply averaged together to
obtain an average total dissolved gas concentration at that transect.

Average Total Dissolved Gas as Pe-rrcaebrlfslaturation, Columbia River Transects and
Camas/Washougal Monitoring Station Fixed Monitor
Percent Saturation
Date Transect Mile | Transect Average Monitor No. Samples
18 May 95 119.9 115.1 113.4 5
25 May 95 121.2 118.1 115.5 5
25 May 95 121.6 119.0 117.3 5
25 May 95 122.1 1194 118.5 5
25 May 95 119.9 117.0 1134 7
27 Jul 95 121.2 112.1 109.8 32
27 Jul 95 121.6 116.0 111.9 15
27 Jul 95 122.1 112.9 109.5 15

Figures 4 and 5 show normal probability plots of the transect and fixed monitor system data,
respectively. Ideally, the data would be randomly distributed along the normal distribution line,
with points close to and on either side of the line. Though the transect data in Figure 4 do not
appear to be completely random about the normal line, they are sufficiently normal for this
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Figure 4. Normal probability plot of transect data. Figure 5. Normal probability plot of fixed monitor
(Straight line plots the normal distribution; square station data. (Straight line plots the normal
symbols are the observed data.) distribution; square symbols are the observed data.)

analysis. The data essentially fit the normal distribution line, but show a trend to be above the
line for higher cumulative probabilities and below the line for lower cumulative probabilities. We
conclude that the data are approximately normally distributed.

Figure 5 suggests that the fixed monitor data are also normally distributed. Note that the data in Figure
5 are somewhat more randomly distributed on each side of the normal line, with fewer “runs” or
continual observations on one side or the other of the normal line. This graphically based determination is
subjective. To lessen subjectivity, tests as discussed above can be used (Kolmogorov-Smirnov, Lillefore’s,
etc.), but the analyst is often forced to use whatever data are available.

Because the data were collected for another study and not specifically for monitor verification, the
transect locations did not coincide exactly with the monitor location. For our comparison, all transects
that were within 3.5 km of the fixed monitor station were selected. The number of samples varied with
transect mile and date. The May samples had five or seven evenly spaced measurements at a constant
depth of 4.6 m. July samples had multiple depths and five to seven sample locations. The calculations
of the differences, the square of the differences, and the totals of the two sites are depicted in Table 2.

Table 2
Differences (D), Squares of Differe?f:es (:b, and Totals for Data Specified
in Table 1 (Sample Size, n = 8)

Date Transect Mile D D7
18 May 95 119.9 1.7 2.9
25 May 95 121.2 2.6 6.8
25 May 95 121.6 1.7 2.9
25 May 95 122.1 0.9 0.8
25 May 95 119.9 3.6 13.0
27 Jul 95 121.2 2.3 5.3
27 Jul 95 121.6 4.1 16.8
27 Jul 95 122.1 3.4 11.6

Total 20.3 60.1
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Figure 6 is a normal probability plot of the Normal P-P Plot of DIF
differences between the transect and fixed
monitor data pairs. Though the data show
some tendency to be lower than the normal
plot for low probabilities and higher than the
normal plot for high probabilities, the data
appear to be approximately normally
distributed.
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Equations 2 and 3 were used to test i
whether the data collected at the fixed 0 025 050 075 1.00
monitor site represent the water quality ot
within the river. First, the parameters ] - ]
necessary for the test statistic were calculated.'9ure 6. Normal probability plot of the differences
between transect and fixed monitor station pairs of

observations. (Straight line plots the normal
distribution; square symbols are the differences.)

The mean difference (Equation 5) was

_ 2D 20.1
D=1 _="""=25
n 8 (10)

The variance was estimated using Equation 6:

2
n 5 1 n
> D ‘(Z D ) 60.1- £(20.1
2 _ 71 N\ 1= _ 8 _
& = . =14
n-1 8-1 (11)

The test statistict, was then calculated using Equation 4:

D 25
t, = = =59
Vo
n %é (12)
Next, the test statistic calculated in Equation 12 was compared t\&y'thl . This value can be
2N~

found in various statistics books in the Studerit$able ort distribution table (Hines and
Montgomery 1980, p 596). Fax = 0.05 (our choice) and = n — 1 = 7 (determined by the
sample size of 8), the value dJJ/ , = lo.0257,=2365  (from tables). Then, since

2N~ ‘

59=1, >, =tyos,= 2365 13)

we rejectedH and concluded that the difference between the transect values and the fixed monitor

station values was not zero. The fixed monitor did not adequately represent the water quality in the
river at this location.
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We tested the hypothesis that the transect % TDG values (total dissolved gas as percent
saturation) were greater than the fixed monitor % TDG values using Equation 7. We
hypothesized thatl i, < O with alternativeH,:p, > 0. We rejectedH, if ty > t, | ;. Again,
usinga = 0.05 andv = n -1 = 7 (determined by the sample size of 8), the value,gft
= 9,05 7= 1.895.

Also, since 5.9 =, >t , = t; o5 ,= 1.895, we rejected, and concluded that the difference
between the transect values and the fixed monitor statlon values was greater than zero. The fixed
monitor consistently recorded total dissolved gas percent saturation values that were less than the
average of those actually present in the river at this location during this study. Thus, we
conclude that the fixed monitor system does not accurately represent the flux of total dissolved
gas in the river.

To avoid tedious hand calculations, software packages are useful for calculating the paired
t-test statistics for the data sets. Two commonly used packages are SPSS (SPSS Inc., Chicago
IL) and SAS (SAS Institute, Inc., Cary, NC).

Example 2: Columbia and Snake Rivers Fixed Monitoring System

The technique employed in the above example can be used to look at an entire monitoring
system. Though the fixed monitoring system is designed to determine extreme concentrations of
total dissolved gas in spill waters, here we explore the potential of each station for use in
monitoring the average total dissolved gas concentration in the river. The system consists of
monitors at 26 sites. As in example 1, these fixed monitor sites were compared with transect
data collected during 1995.

Again, because the transect study was designed to aid modelers and not strictly to verify the
fixed monitor system, adequate data were not available for each location. The analysis shown
here was intended only to provide insight into the representativeness of the monitoring system.
Details, such as verifying normality, have been omitted. The results presented here might best be
used to design future, more rigorous verification studies.

Data Collection

Transects within 3.5 km of each fixed monitor site were used for comparisons to fixed
monitor data. This created a larger data set than if only transects that were adjacent to
the monitor sites were used. Larger data sets reduce the type Il error, that is, the
probability of acceptingd, when H, is false. The paired test requires at least two pairs
of data for each site. This constraint eliminated three stations, leaving 23 for further
possible analysis.

Results
Because of the number of comparisons that were desired, SPSS was used to analyze the data.

A paired t-test was run on each of the 23 fixed monitor sites and their comparable transect data.
The results of these analyses are shown in Table 3.
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Verification of Fixed Monitor Station Location with Transect Data

Table 3

—

—

—

—

FMS | Trans. Dif. Dif. 2-Talil

Station | Mean* | Mean* | Mean* | s.d.* | T Value| d.f. Sig. Relationship**
BON@ 108.5 111.3 -2.8 0.4 -16.1 3 0.000 FMS > Transect
CWMW@ | 113.7 116.2 —2.6 1.1 —6.4 7 0.000 Transect > FMS
HPKW# 113.7 116.0 -2.3 4.0 -0.8 1 0.565  Accept Null Hypot
IDSB@ 126.8 120.9 5.9 6.8 3.1 12 0.009 FMS > Transect
IDSW@ 126.9 120.9 6.1 6.0 3.7 12 0.008 FMS > Transect
IHR# 111.8 111.9 -0.1 0.5 -0.3 2 0.794  Accept Null Hypot
JDA@ 107.8 106.0 1.8 0.2 15.2 1 0.042 FMS > Transect
JHAW@ 109.8 106.5 3.3 3.7 2.4 6 0.0583 FMS > Transect
KLAW# 109.8 110.2 -0.5 0.5 -2.0 3 0.152  Accept Null Hypg
LGNW 109.3 108.9 0.4 1.8 1.0 13 0.362  Accept Null Hypg
LGS@ 107.3 108.1 -0.7 0.0 -33.7 1 0.019 Transect > FMS
LGSW 110.7 113.7 -3.0 7.8 -1.5 13 0.160  Accept Null Hyppth.
LMNW@ 117.6 113.9 3.8 0.8 13.7 7 0.000 FMS > Transect
MCPW@ 117.9 115.4 24 2.6 3.7 15 0.002 FMS > Transect
MCQO# 113.9 112.7 1.1 1.4 1.6 3 0.202  Accept Null Hypot
MCQW# 112.0 112.7 -0.7 2.2 -0.4 3 0.569  Accept Null Hypoth.
SKAW@ 112.9 1141 -1.2 1.2 -2.8 7 0.026 Transect > FMS
TDA# 106.0 106.2 -0.1 0.8 -0.2 1 0.852  Accept Null Hypc
TDAB# 105.8 106.2 -0.3 0.7 -0.7 1 0.621  Accept Null Hypc
TDTO@ 112.0 115.5 -3.5 1.3 -8.6 9 0.000 Transect > FMS
WANO# 106.5 106.6 -0.1 0.2 -0.5 2 0.682  Accept Null Hyp%th.
WRNB 113.5 114.0 -0.5 0.9 -1.4 6 0.227  Accept Null HprrLth.
WRNO 114.4 114.0 0.5 0.8 1.7 6 0.147  Accept Null Hypot
AGGR. 114.8 113.9 0.9 4.6 2.6 156 0.012 FMS > Transect
FILE

*  Variable is total dissolved gas percent saturation.
**  Decision made at alpha = 0.05 significance level.
@ Additional study recommended.
# Additional data collection recommended.
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The “Relationship” column was created by comparing the “T value” colutgnw(ith values
from a Studentst table using the degrees of freedom in the “d.f.” column. First, we tested to
see if the difference was zero. If this was not rejected, we labeled the “Relationship” column
“Accept Null Hypoth.”

If the null hypothesis was rejected, Equations 7 and 8 were used with the appropriate values
from the Studentst table to determine whether the transect data were greater or lesser than the
fixed monitor station (FMS) data. These results were labeled in the “Relationship” column as
“Transect > FMS” or “FMS > Transect,” respectively.

For 11 of the 23 stations, the statistical tests rejected the hypothesis that the FMS and transect
data were equal. This means that data collected at these FMS sites did not reflect the water
guality conditions occurring across the river.

These stations, which had nonequivalent FMS and transect comparisons, are marked with an
ampersand. It is recommended that further analysis be conducted on these stations to determine
if the fixed monitor system needs to be moved, modified, or increased in scope. It is possible
that the differences detected occur uniformly, allowing a simple addition or subtraction from the
FMS data to then accurately represent river conditions. If the variance is large temporally or
spatially, these stations should be relocated. To ensure the validity of these conclusions, it is
generally accepted that a sample size of at least seven is necessary.

At the remaining 12 stations, the null hypothesis that the FMS and transect data were equal
was accepted. This may be because the FMS adequately represents the transect, or simply
because the limited data did not provide sufficient evidence to reject the null hypothesis. Thus,
further analysis is needed to determine whether the monitors represent the flow.

Determining the Power of the Test

Using Equation 9, we calculated the statigdi¢or each station where the null hypothesis was
accepted. These results are shown in Table 4. The table shows that in no case is the power
greater than 0.32. Thus, we conclude that in each case where the conclusion of the test was to
accept the null hypothesis (fixed monitor data represents water quality conditions in the river),
there are insufficient data to make a reasonable statistical decision.

We next calculated the necessary sample size for each of these 12 stations to obtain the
desired target power of 0.8. These values are shown in Table 5. With the exception of stations
KLAW and MCQO, the sample sizes are somewhat unrealistic. This occurs because of the
relationships between the sample means and standard deviations.

D
From Equation 9d = u . The power of the test relies on this relationship, in addition to the
sample sizen . In these other stations, the variance is so large compared with the mean that
sample sizes are not reasonable. This implies that the fixed monitors are not located in such a
way that their values change uniformly with the flow values. Thus, a first step at improving

these monitors would be to place them in locations experiencing more uniform changes with
flow and to increase the number of fixed monitor locations across the flow.
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Table 4

Calculation of Parameters Needed to Determiné, (3, and the Power of the Test

_|D]
d="— B from
Station D Sy S n Table Power
HPKW -2.3 4.0 0.58 0.94 0.06
IHR -0.1 0.5 0.20 0.96 0.04
KLAW -0.5 0.5 1.0 4 0.74 0.26
LGNW 0.4 1.8 0.22 14 0.90 0.10
LGSW -3.0 7.8 0.38 14 0.76 0.24
MCQO 1.1 14 0.79 4 0.79 0.21
MCQW -0.7 2.2 0.32 4 0.93 0.07
TDA -0.1 0.8 0.13 2 0.97 0.03
TDAB -0.3 0.7 0.43 2 0.95 0.05
WANO -0.1 0.2 0.50 3 0.92 0.08
WRNB -0.5 0.9 0.56 7 0.72 0.28
WRNO 0.5 0.8 0.63 7 0.68 0.32
Table 5
Determination of Sample Size Needed to Obtain Desired Power of 0.8
410
Station S n
HPKW 0.58 28
IHR 0.20 300
KLAW 1.0 10
LGNW 0.22 300
LGSW 0.38 75
MCQO 0.79 15
MCQW 0.32 75
TDA 0.13 400
TDAB 0.43 50
WANO 0.50 32
WRNB 0.56 30
WRNO 0.63 25
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Conclusions

This technical note has demonstrated statistical techniques for verifying the representativeness
of fixed monitoring systems that monitor mean values of parameters in flowing water. These
techniques were illustrated with data collected on the Columbia and Snake Rivers. Based on the
criteria detailed in this technical note, a preliminary analysis of the 1995 Columbia and Snake
Rivers fixed monitor system data set revealed that none of the fixed monitor systems accurately
represented the average river total dissolved gas concentrations. This demonstration was,
however, based on limited transect data, which were not specifically collected for the purposes
of monitor site verification.

These examples given in this technical note illustrate use of the statistical approach to
eliminate the subjectiveness involved in determining whether a monitoring station accurately
represents the water quality in a river. The information presented can be used to guide managers
to the most problematic locations, so improvements can be made on a “worst-case first” basis.
Additionally, pilot studies similar to the ones used to collect the data used in this technical note
can be used to help design verification studies to control the power of the test, obtaining the
desired trust in the results.

Many other factors, such as cost, ease of accessibility, and equipment availability, contribute
to the difficulties in monitor system design and installation. The cost of an intensive analysis
like the ones described above may be prohibitive to many water quality managers. However, the
ideas presented herein should make the manager more aware of the difficulties involved in
collecting representative data and improve the final system design.
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ABSTRACT

Rural Clean Water Program (RCWP) projects have contributed significantly to the knowledge
necessary for reducing nonpoint source pollution and achieving water quality goals. An RCWP
evaluation, conducted during 1991 and 1992 by the Nationa Water Quality Evauation Project
(NWQEP) at North Carolina State University, shows that many of the 21 projects were highly effec-
tive and others had some effective elements. When expected results were not achieved, the
NWQEP attempted to analyze program and project deficiencies that may have affected the out-
come. Despite difficulties, the RCWP is the best program to date for evaluating agricultura non-
point source pollution control methods, and it should serve as a model for developing future
programs. RCWP was effective because it had good overall program management and institutional
arrangements that encouraged consultation between the U.S. Department of Agriculture (USDA)
and the U.S. Environmental Protection Agency, excellent program guidance, and effective techni-
cal support for reviewing reports and providing ongoing evaluation.

NWQEP has developed a model program and a model project based on the RCWP and added
refinements to strengthen weaker elements identified during the evaluation. The model program
includes a technical support group with access to resources for visiting project sites to assist in
project selection, monitoring, evaluation, and developing the plan of work. The model program
needs technical support from the USDA Agricultural Research Service (ARS) for developing and
evaluating best management practices. Increased assistance for monitoring is also needed and
should be provided by the U.S. Geologica Survey.

NWQEP suggests three project levels, based on complexity and level of monitoring detall.
This paper discusses the NWQEP model and lists monitoring protocols that should be incor-
porated in program guidance to improve the chances of detecting water quality trends. All projects
need a preimplementation plan of work development to strengthen the problem definitions, select
the critical area, model the watershed to set treatment goals, and establish a means for land treat-
ment tracking. Projects aso need a manager, technical support, and core project staff to improve
efficiency and encourage accountability.

growing awareness of agriculture’s con- have influenced Federal agencies to respond to
tribution to the nonpoint source pollution these concerns by developing a demonstration of
problem, increasing coucern about water nonpoint source pollution control capabilities. In

quality, and pressure from special interest groups response to the 1989 President’s Water Quality Initia-
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tive, the U.S. Department of Agriculture (USDA) has
developed programs that accelerate soil conserva
tion and best management practice (BMP)im-
plementation on farms, ranches, highly erodable
lands, and watershed projects. Implementing these
programs produces many important benefits, includ-
ing increased adoption of soil conservation practices
and BMPs that improve water quality. Many
programs, however, do not target specific critical
area pollutant sources. With only limited targeting of
pollution sources (and even less water quality
monitoring to document the linkage between land
treatment and water quality), our knowledge of the
water quality benefits in these measures will not ex-
pand appreciably.

New nonpoint source control programs must
build on current knowledge to be effective. The
evaluation of the section 108a Great Lakes
Demonstration projects showed that nonpoint
source pollution is more persistent and more dif-
ficult to treat than previously thought (Newell et al.
1986). It adso showed that using a pollutant runoff
model to determine critical areas is an efficient way
to use project funds. In addition, the Modd Im-
plementation Program (MIP) evaluation demon-
strated that a project should target critical areas for
treatment to improve the likelihood of success, and
that BMPs should be selected and applied to pro-
mote water quality results (Natl. Water Qual. Eval.
Proj. and Harbridge House, 1983a,b).

Lessons learned from the Rural- Clean Water
Program (RCWP) provide critical information about
nonpoint source pollution control technologies and
approaches for the U.S. Environmental Protection
Agency (EPA), U.S. Department of Agriculture
(USDA), and other Federal, State, and local nonpoint
source pollution control agencies and programs. The
RCWP is significant among nonpoint source control
programs because it combines land treatment with
water quality monitoring to document the effective-
ness of nonpoint source controls.

The RCWP has 21 projects located in nearly
every region of the United States that address a wide
range of water quality problems. The program is uni-
guein that it received a higher level of up-front fund-
ing for a longer period (10 to 15 years) than other
federally sponsored nonpoint source programs. The
longevity and dependability of RCWP funds en-
hanced efforts to establish a clear link between
water quality and land treatment, and several RCWP
projects have been able to demonstrate such a link,
The publication of RCWP rules and regulations in
the Federal Register (1980a) provided clear
guidelines for RCWP projects, facilitating the o-erall
program evaluation by standardizing many o1 the

projects administrative and technical aspects. Fina-
ly, the approach taken to address water quality
problems — providing Federal cost-share funds to
producers willing to implement BMPs — makes the
RCWP experiment important as a way to evauate
volunta®y versus regulatory approaches to the
problems of agricultural nonpoint source pollution.

Because of its unique characteritics as an_ex-
periment in nonpoint source control, the RCWP is an
important source of insights and technology transfer
for the many ongoing and future nonpoint source
programs, including the 319 National Monitoring
Projects, other shorter-term 319 projects, the USDA
Demonstration and Hydrologic Unit Projects, the
Clean Lakes Program, and State nonpoint source
programs, among others. Because so many other
nonpoint source programs are being planned and
conducted, the need for clear articulation and dis
semination of the lessons learned from the RCWP is
even more important. To share these valuable les
sons in the most effective way possible, the National
Water Quality Evaluation Project (NWQEP) has re-
stated them as a set of recommendations for a model
nonpoint source pollution control program and
project.

NWQEP’s evaluation of the RCWP has been con-
ducted to establish a set of recommendations for
developing Federal nonpoint source pollution con-
trol and water quality programs — programs whose
primary god is to evaluate the water quality improve-
ments from nonpoint source controls. The objectives
of the evaluation were to assess

. cooperation among project team members,
committees, and agencies,

agreement between the water quality
problem and the choice of solutions;

project achievements;

results of monitoring and assessment of
project impacts; and

project findings to compile lessons learned.

Methods

For the program analysis, we reviewed the MIP
evaluation (Natl. Water Qual. Eval. Proj. and
Harbridge House, 1983a,b) and the section 108a
Great Lakes Demonstration Programs (Newell et al.
1986). We aso reviewed literature for the USDA
President’'s Water Quadlity Initiative and the EPA’s
section 319 Nonpoint Source Program (U.S. Environ.
Prot. Agency, 1991). From these reviews we gained
valuable insights on methods that could be used to
evaluate the RCWP.
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Including our own past experience, we used five
sources of information to evaluate RCWP projects:-

1. an in-person interview questionnaire for
project personnel during site visits,

a short answer questionnaire administered
to project personne,

a telephone survey of producers who did not
participate in the 21 projects,

10-year reports from the RCWP projects, and

NWQEP’s own 10 years experiencein
offering technical assistance to the projects
and performing program evaluations.

For site-visit evaluations, an interagency evaua
tion team (led by a NWQEP member) visited each
project. In-person interviews of local and state
project staffs using a standardized questionnaire
were conducted during site visits (Coffey and
Smolen, 1991). Questions were designed to gather
specific information on project elements, including
State and local coordination, local program ad-
ministration, information and education, land treat-
ment, and water qualify monitoring and evaluation.

Project staff responses to a short answer ques-
tionnaire (Coffey and Hoban, 1992) were used to
gather information on project coordination, advisory
committees, project effectiveness, Information and
Education (I&E), farm operator participation, and
BMP implementation. A companion telephone sur-
vey of farm operators was used to determine factors
that influenced participation and BMP implementa-
tion (Hoban and Wimberley, 1992). RCWP projects
also produced detailed 10-year reports that provided
important insights, findings, and recommendations
for each project element.

For each RCWP project, the NWQEP wrote a
comprehensive anaysis, including

. aproject synopsis,

« a section on findings, successes, and

recommendations for each of the project
elements; and

. a detailed project description.

At the foundation of the analysis were the RCWP
regulations and the findings from individual RCWP
project evaluations. The results of the RCWP
analysis are presented here as a set of recommenda
tions for a model program and a model project, in-
cluding selecte’i examples from RCWP projects that
support the results.

Results

Based on NWQEP’s review of agricultura nonpoint
source pollution control programs, the RCWP is, to
date, the best program available for achieving water
quality goals. For example, the RCWP had a set of
rules and regulations (Federal Register, 1980), tech-
nica oversight, and secure, long-term funding. Some
projects have documented water quality improve-
ments, and all projects have contribiited to a greater
understanding of water quality problems and to
cooperation among agencies charged with address
ing nonpoint source pollution.

The overall RCWP assessment has shown that it
was not possible to document water quality benefits
for RCWP projectsin which

e agricultural activities were not the primary
pollution source,

* the areal extent and magnitude of land
treatment was inadequate, or

« the monitoring designs were inadeguate to
document water quality improvements.

However, each project did have one or more
nonpoint source pollution control benefits, including

 development of cooperative relationships
among Federal, State, and local agencies
necessary to achieve an effective nonpoint
source pollution control program;

achievement of widespread adoption of
BMPs to improve water quality under this
assistance program;

visual improvements in water quality
associated with the use of BMPs; or

water quaity improvements documented by
water quality monitoring.

Therefore, the model program and project described
herein builds on the RCWP’s structure and essential
features, while adding refinements to strengthen
weaker components identified during the RCWP
evaluation.

Elements of a Mode! Program for
Evaluating Nonpoint Source Pollution
Controls

Guidance written in the form of regulations must be
available to help implement the program (Federa.
Register, 1980a). The model program’s major fea
tures (as outlined in the RCWP regulations) will in-
clude
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* clearly defined responsibilities of Federd,
State, and local agencies and landowners or
operators;

criteria for project selection, approval, and
implementation;

contracting requirements for technical and
financial assistance to farm operators:

provisions for project funding and
termination; _

requirements for making cost-share
payments to participants; and

plans for program and project monitoring and
evaluation.

The modd program guidance will include these
important features and strengthen water quality and
land treatment monitoring, evaluation, and report-
ing.

Program guidance would also list the roles of
project staff at the Federal, State, and local levels,
and would help staff understand the responsibilities
of interagency counterparts.

The RCWP objectives were to

. achieve improved water qudity in the most
cost-effective manner possible in keeping with
the provision of adequate supplies of food,
fiber, and a quality environment;

help agricultural landowners and operators
reduce agricultural nonpoint source pollutants
and improve water quality in rural areas to
meet water quality standards or gods, and

« develop and test programs, policies, and pro
cedures for the control of agricultural non-
point source pollution.

These objectives can be restated as model pro-
gram objectives that are relevant, comprehensive,
and nonoverlapping. Thus, the model program isto

« achieve improved water quality to restore and
protect the designated use of surface or
groundwater  resources,

« help agricultural landowners and operators
reduce agricultural nonpoint source pollutants
and habitat perturbations, and

. develop, test, and evaluate policies and pro-
grams to control agricultural nonpoint source
pollution.

Program Administration and Management

The model nonpoint source pollution control pro-
gram should be administered by a single depart-
ment. The USDA would administer the model
program in consultation with the EPA Administrator

and the Director of the U.S. Geological Survey
(USGS). Or, the Secretary of Agriculture could
delegate the responsibility of program administra
tion to the ASCS, which has a long history of pro-
gram administration and leadership that contributed
to the RCWP's success. Loca project funding would
have to be received on time through the State ASCS
office. Technical assistance for identifying and
documenting the water quality problem through
monitoring and evauation could be provided by
EPA. Technical assistance for land treatment and
land treatment monitoring would become a joint
responsibility of USDA Soil Conservation Service
(SCS) and Extension Services. The Extension Ser-
vice (ES) should be responsible for information,
education, and BMP recommendations. The SCS
should be responsible for the development of farm
plans and structural BMPs.

The Agricultura Research Service (ARS) would
also provide technical assistance for developing and
evaluating BMPs. Technical assistance for water
quality monitoring and linking land treatment data to
water quality data would be coordinated by EPA,
with additiona technical assistance on sampling, in-
strumentation, and data management from USGS
and ARS.

The model program will aso need a nationd
coordinating committee to oversee functions cur-
rently defined for this committee by the RCWP, in-
cluding

developing program regulations and
cost-share rates,

reviewing technical aspects,

selecting projects to fund based on a
technical assessment of likelihood of success,

developing annual project reviews, and
reviewing project progress.

The national coordinating committee should
have the ability to assign provisional status to
projects if State or local program staffs are not meet-
ing minimum performance standards. In addition,
the committee should have the authority to ter-
minate projects that fail to meet minimum require-
ments after two complete years on provisional status.

K Program Planning. Program planning is neces-
sary to ensure adequate attention to all project ele-
ments and stages of deveiopment. Problem iden-
tification, the selection of critical areas, and the
development of project proposals precede funding
(Fig. 1). The first two elements may extend into the
first year to alow refinement. Assistance from atech-
nical support group is aso needed before funding
and throughout the project.
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Figure 1.—Model program and project timetable.

Project funding occurs in stages (Fig.1). The
first two years are designated for initiad funding only,
whereby projects may be terminated at any time.
Successful advancement to the firm budget period
(after which the project will be funded continuously
throughout its life) requires

» detailed and accurate problem identification,

» adequate selection of critical areas based on
problem pollutants,

+ adetailed plan of work for land treatment and
water quality monitoring, and

« demonstrated progress toward key agency
cooperation and the development of
institutional  arrangements.

Land treatment planning before BMP implemen-
tation is critical to ensure adequate targeting of
resources. We suggest allocating two years for this
activity so that technical assistance may be sought if
needed. A baseline should aso be established for
water quality monitoring before BMP implementa-
tion. Succeeding land treatment periods are for in-

stalling structural and managemenr BMPs. Water
qguality monitoring must be consistent before,
during, and after the implementation periods.

Proaram Technical Support

The model program must be structured so that
projects are carefully selected to improve chances
for meeting program objectives and obtaining water
quality improvements. A national technical support
group (outside the administrative organizations and
the national coordinating committee) should be in
place a program initiation to help develop program
and project guidelines. This group should also pro-
vide technical assistance during (and after) the plan-
ning period for project selection, critical area and
BMP designation, watershed modeling, land treat-
ment and water quality monitoring, and project
evaluation.

This technical support group must be provided
adequate resources for site visits to projects to gain
information and develop cooperative relationships
before project selection, during BMP and monitor-
ing implementation, and during final project e-:+:x-
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tion. The support group may respond to program
and project technical requests from administrative
agencies and individual projects and be responsible
for verifying the accuracy and completeness of water
quality analyses. Finaly, the support group may take
responsibility for the final evaluation by emphasizing
lessons learned, identifying water quality improve-
ments, and making recommendations for future
programs.

Project Selection

Project selection is a key factor for program success.
Selection criteria are needed to ensure that al pos
sible projects are evauated for their potential to con-
tribute to program objectives.- Projects should be
selected because they have

. high priority water resources with docu-
mented water quality problems, or

. highly valued water resources threatened by
documented agricultural nonpoint source pol-
lution (because prevention of severe degrada-
tion is often more cost-effective than restor-
ation).

In addition, projects should have the following char-
acteristics:

water resources having the highest public use
value (eg., recreation or water supply) be-
cause these projects can show a significant
economic benefit:

smaller watersheds of less than 30,000 acres
because problems in these areas can be more
readily identified, are easier to treat, and
respond more rapidly to treatment;

the potential for effective control of nonpoint
source pollutants,

the capability to use water quality models and
monitoring to determine if significant pollu-
tion reductions are likely with BMP im-
plementation;

clearly stated objectives and goals related to
water quality impairments or conditions
threatening designated use;

the ability to establish and maintain strong in-
teragency cooperation and ingtitutional
project coordination;

well-defined critical areas in which implemen-
tation of BMPs targeted to a specific pollutant
(or group of pollutants) can be emphasized;

the potential for a high level of landowner par-
ticipation in the critical ares;

the potential that landowners will accept and
implement the necessary BMPs and, perhaps,
adopt alternative agricultural systems (e.g.,
changing ‘from row crops to hayland or pas-
ture), which are integraly tied to water quality
improvements and project goals;

a plan of work development process to obtain
baseline monitoring data, determine prob-
lems, refine critical areas and develop BMP
systems, conduct I&E programs, and docu-
ment effective project administration st af f i ng
and cooperative relationships,

the ability to conduct an effective I&E pro-
gram in advance to determine if key BMPs
(e.g., fencing or dairy waste use) will be ac-
ceptable to farm operators;

the characterization of the hydrology and pol-
lutant transport system to alow adequate
development of water quality goals and
monitoring systems; and

the ability to monitor explanatory variables,
such as season, stream discharge, water table
depth, precipitation, other hydrologic and
meteorologic variables, and land use changes.

The most successful RCWP projects were those
that met most or all of these criteria. The Florida,
Idaho, Utah, Vermont, and Oregon RCWP projects
contained most of these elements and were among
the most successful projects in implementing land
treatment and documenting water quality improve
ments as a result of RCWP treatment. For example,
the Utah RCWP project was relatively small (700
acres) with a well-defined critical area in which
BMPs were targeted to the major source of pol-
lutants (i.e., the dairies). Also, the project had a high
level of landowner participation in the critical area.
The Utah project’'s commitment to a two-year
preproject monitoring program proved to be the key
monitoring element that helped document substan-
tial water quality improvements.

Several other effective projects contained many
of the stated criteria but could have been
strengthened if the missing elements had been
present. The Nebraska RCWP project, for example,
suffered in its early years from the lack of clearly
defined water quality and land treatment goals. How-
ever, this project developed quantitative water
quality and land treatment goals, a critical area
definition that included BMPs targeted to sediment
and erosion control, and a strong 1&E program —
resulting in a high level of landowner participation in
the critical area.
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The Delaware and Maryland RCWP projects
were successful but lacked preproject water quality
monitoring basdlines, which impeded the ability to
make quantitative statements regarding water
quality improvements. The lowa project contained
most of the suggested components but had only a
one-year pre-BMP monitoring database and initially
did not understand that the turbidity problem in
Prairie Rose Lake resulted not only from incoming
sediment but also from resuspended sediment and
alga growth.

Although the Massachusetts RCWP project met
several key project selection criteria in that the
Westport River estuary was a high priority resource
with significant economic value (shellfish beds), the'
source of the water quality problem was not well
documented. This lack of clarity was one of severa
factors that contributed to a lack of consensus within
the community and, therefore, to poor producer par-
ticipation. The Kansas RCWP project also lacked a
clearly documented water quality problem that could
be linked to a critical area pollutant source. Careful
application of project selection criteria could have
prevented the selection of this project and its sub
sequent termination three years later.

The Michigan RCWP project had only vague in-
formation indicating that the Saline River was a large
contributor of nutrients (mainly phosphorus) to
Lake Erie. The project had not clearly identified the
critica pollutant source or critical area, and the
project did not document any water -use impair-
ments. On the other hand, the Pennsylvania RCWP
project presented a documented water quality im-
pairment of agricultural origins and had the high
visibility of a project that could reduce pollutants
entering Chesapeake Bay. However, careful evalua
tion of project potential would have shown that the
large number of small farms and the conservative
nature of the farmers would impede BMP accep-
tance and implementation, thereby limiting the
project’s potential.

Program Funding

In the RCWP, all funds were identified and made
available at each project’sinitiation so that long-term
project planning and budgeting were possible. In
contrast, budgets for the current USDA Demonstra-
tion and Hydrologic Unit projects must be approved
each year. The associated delays have caused work
plan uncertainties, budgetary burdens on State and
local agencies, and incompatibility with fiscal budget
requirements. In the model program, funds should
se provided for preproject planning periods, which
may last from six months to two years (as defined
under “Project Proposal and Plan of Work Develop
ment”).

Elements of a Model Project for the
Evaluation of Nonpoint Source
Pollution Controls

The modgl program, which is based on RCWp
guiddines, carefully selects the individua projects
that will be undertaken. The mode project is based
on the outline provided by RCWP regulations. The
following discussion of the model project is sup-
ported by examples from the RCWP projects. The
model project would operate under the primary
authority of USDA with consultation and concur-
rence from EPA ASCS would be the administrative
lead agency. SCS should be responsible for the
development of structural BMPs, and ES should be
responsible for I&E and management BMPs. While
agencies supervise project activities, committees
would be responsible for setting priorities and coor-
dination. All agencies, committees, and program par-
ticipants would be guided by model program
regulations published in the Federal Register.

Project Administration and Management

Because of its management abilities, administration
for the model project at the State and local levels
should remain with ASCS. To implement the project
at the State level, each successful project must have
strong administrative and technical support from a
State coordinating committee, which also provides a
link to the national coordinating committee and the
local coordinating committee. The local coordinating
committee needs to have strong and continua sup-
port from the State coordinating committee, which
must establish and maintain open communication
lines and a willingness to alow the local coordinating
committee to implement the project.

The fundamental project administration and
management elements are a loca coordinating com-
mittee, a county Agricultural Stabilization and Con-
servation (ASC) committee, a project manager, and
project advisory committees. The loca coordinating
committee should provide guidance for the agencies,
community leaders, and citizens to oversee the ad-
ministrative and technical tasks of a local project.
The committee serves many functions, including

assuring an adequate level of public
participation,

developing aplan of work,
enlisting the help of needed agencies,

overseeing information and educational
activities,

determining priorities for water quality plans,
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» enlisting the help of one or more agencies for
land treatment and water quality monitoring
and evaluation,

* developing a plan for critical area selection,

e creating a plan for implementing targeted
recommendations,

¢ establishing a plan for linking land treatment
. and water quality data and analysis, and

¢ developing a plan for project reporting.

The Florida, Vermont, Idaho, South Dakota,
Pennsylvania, Oregon, Delaware, Utah, Maryland,
and lowaRCWP projects al had strong local commit-
tees that contributed profoundly to the success of
their projects.

The county ASC committee, elected by county
farm operators, is responsible for encouraging
project participation and compliance. It can also play
a mgjor role in promoting the project. The involve-
ment of the county ASC committee for the Appo-
quinimink River RCWP project in Delaware was a
significant factor affecting participation: BMPs were
implemented in 87 percent of the project’s critica
area.

A project manager is aso essentia (Brichford
and Smolen, 1991). The manager should have a
water quality and management background, ideally
should work with the project from its inception, and
hold the designation for the length of the project.
The manager coordinates and monitors al project
activities, including project reports, and has the
authority to exert pressure on agencies or in-
dividuals not performing adequately. The project
manager is responsible to the local and State coor-
dinating committees and can report problems and
successes directly to the national coordinating com-
mittee.

Examples of RCWP projects that used managers
with positive results are South Dakota, Kansas, Vir-
ginia, and Minnesota. The South- Dakota project
hired a temporary, full-time manager during its ini-
tia phase to conduct individual visits with farmers to
lay groundwork for their participation. The manager
also organized project activities and compiled infor-
mation so that the local coordinating committee
could operate quickly and efficiently. The position
continued until the last few years of the project.
Likewise, Minnesota RCWP project recommenda
tions suggested that a manager should be hired at
the program’s start who is familiar with al govern-
ment agencies involved in the project but
autonomous. A half-time manager was hired in Min-
nesota after the projeci had begun. As a respected
area farmer, the project assistant was able to en-

courage the participation of his neighbors through
one-on-one visits, well testing, and newsletter
preparation. )

Project advisory committees (e.g., administra-
tive, technical, I&E, land treatment and water quality
monitoring and evaluation, and modeling) are useful
for gaining progress in areas where input from a
smaller, more focused group improves decisionmak-
ing. Advisory committees should be -formed,
disbanded, or regrouped as needed. For example, an
advisory committee comprised of land treatment and
water quality monitoring and modeling personnel
can help coordinate efforts to link land treatment
and water quality information. In the Vermont
RCWP, an advisory committee proved to be highly
effective; it ensured cooperation among agencies
and kept work activities on schedule. Similarly, the
key to success in the Florida RCWP project was the
implementation of an administrative subcommittee.
The subcommittee (comprised of magjor agencies)
met regularly to coordinate project activities.

Project Proposal and
Plan of Work Development

Activities before project start-up influence the opera-
tion and success of each project and the total pro-
gram. Pre-project programs and periods are
specified in Figure 1 for three different levels of
projects based on problem magnitude, monitoring
intensity, and project complexity.

Initidly, the Federal program administration is
formed to develop and publish program and project
guidelines. Thereafter, a proposal development
period without funding is specified for al three
project levels. The national technical support group
provides leadership for proposal evaluation and
determines which projects will be funded for plan of
work development.

The high-level, or most complex, projects are re-
quired to have basdine water quality monitoring
data or to initiate water quality monitoring during
the proposal development period. Monitoring of
water quality explanatory variables and land treat-
ment are to continue throughout the total project.

Medium-level projects may begin water quality
monitoring during the plan of work development and
continue for the total project. Land treatment
monitoring will be conducted throughout the project
period. Sampling design for water quality and ex-
planatory variables would be less comprehensive at
thisleved than in ahigh-level project.

Projects at the lower level may require periodic
water quality evaluation, such as visua examinations
or simple measurements of an unambiguous water
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quality problem, or a citizens group may provide
“anitoring.

After a successful two-year initial funding period,

firm budget can be alocated and guaranteed for

the duration of the project as long as satisfactory
progress continues on the project.

Project Technical Support

To provide technical support for the project’s first
two or three years, a minimum core project staff
must be created using individuals from the cooperat-
ing agencies. Core project staff will be responsible
for project activities and required to work cooper-
aively with the project manager. Core project staff
and the lead adminigtrative agencies will have pri-
mary authority over project technical activities but
will aso seek input from other agency staff, farm
operators, and local groups. Final technical decisions
need not require a consensus of local coordinating
committee members as long as decisions are consis-
tent with program guidance and recommendations
from the national technical support group.

Because they will be accountable for project
progress, the core project staff will have a great in-
vestment in the project. Agencies must establish a
mechanism for accountability and credit for good
serformance. The minimum core project staff
should consist of a land treatment planner, and an
1&E specidist. In the Alabama RCWP project where
over 100 percent of the critical area was treated with
BMPs, an extension agent was instrumental in en-
couraging producer participation.

A full-time planner will be needed to help
develop farm plans, assist in BMP installation, help
farm operators maintain practices, and track land
treatment. Other core project staff positions beyond
the minimum (e.g., an engineer, a water quality
monitoring specidist, and an agronomist) may be
needed.

When an adequate level of technical capability is
not available at the project level, outside help should
be employed to assist the project. Core project staff
a the local level will enjoy greater freedom of com-
munication and have a larger team of experts for
technical support, compared to the limited com-
munication that happens when technical assistance
must be sought through line agency procedures. In
the Idaho RCWP project, ARS provided valuable re-
search and recommendations regarding the develop
ment and evaluation of conventional and new BMPs,
particularly conservation tillage and no-tillage.

Because staff turnover can be problematic, in-
centives should be provided to encourage core
project staff to make a minimum commitment of

three years to the project. In the Louisana RCWP
project, annua turnover of the SCS soil scientist
hired specificaly to help implement the RCWP made
it difficult to track BMP implementation and main-
tain consistency. *

Problem Definition

Water quality monitoring cannot be left as an after-
thought in an effective nonpoint source project
Monitoring must be used to identify specific pol-
lutants (and their variability) responsible for the im-
pairment or threat to designated use. Initital problem
identification monitoring serves to help the project
team understand sources and response charac-
teristics of the affected water resource. The RCWP
projects have vividly illustrated that clear identifica
tion of the source of the water quaity problem and
acceptance of this information by the public and
producers are crucia to project success.

In lowa, heavy sediment and a blanket of corn
stalks covering a recreationa lake surrounded by
farmland helped make the problem and its source
especidly clear. RCWP projects in Utah, Vermont,
Florida, Idaho, Nebraska, Oregon, and Pennsylvania
aso had ample visual and anaytical evidence of
problems in the receiving waters. In Massachusetts,
however, where both intensive dairy farming on
small acreages and booming residential devel-
opment were taking place adjacent to an estuary con-
taining important shellfish resources, the source of
the problem needed to be more clearly documented
to generate community support for project activities.
South Dakota's project required several intense
monitoring programs to gain a thorough under-
standing of the water quality problem and its causes
because of complex interactions between the surface
and groundwater sources feeding the target lakes.

Refinement of problem definition may occur as
the result of new information obtained from water
quality monitoring or modeling. Monitoring provides
a way to track BMP effectiveness and progress
toward water quality goals. Feedback on project ef-
fectiveness provided by monitoring is important to
land treatment personnel and farm operators. For ex-
ample, Vermont's RCWP project was able to reduce
bacterial contamination enough to reopen public
beaches for swimming. This accomplishment was
heavily promoted in the news media, which gave the
participating farmers pride and an investment in
nonpoint source control and their project.

Project Plan of Work and Time Frame

The plan of work is a written strategy used to or-
ganize agencies, project staff, and interested parties
for projec: implementation. An effective plan is dif-
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ficult to write, primarily because the linkage between
land treatment and water quality is not known with
certainty. A national technical support group is
needed to help the project address key obstacles,
define the water quality problems, and develop effec-
tive land trestment and water quality monitoring
strategies.

Project objectives and goals as stated in the plan
of work-must be measurable, quantitative, and (for
the most part) attainable, given best available infor-
mation. Project objectives and goals must be critical-
ly reviewed to ensure consistency with overall
program objectives and goals.

E Time Frame. A model project should last from 6
to 15 years, depending on size and the ability to im-
plement land treatment. The median project length
should be 8 to 10 years, but some projects may need
12 to 15 years to implement enough practices and
document results. Larger areas could require long
periods to show improvement. Examples of projects
that successfully made use of longer time frames are
the Idaho, Florida, Oregon, and Utah RCWP
projects. The long pre- and post-BMP water quality
and land treatment monitoring time frames for these
projects, aong with high levels of BMP implementa-
tion, made it possible to track irrigation water
management, sediment control structures, and con-
servation tillage in the Idaho project, and anima
waste management in the Florida, Oregon, and Utah
projects. On the other hand, the Pennsylvania RCWP
project found that more time was™ needed than
originaly expected to establish firmly the reduction
in nutrient levels from BMP implementation on
experimental sites.

K Critical Area Definition. Critical areas are pol-
lutant source areas in which the greatest improve-
ment in the water resource can be obtained for the
least investment in BMPs (Maas et a. 1987). The ef-
fectiveness of a nonpoint source pollution control
program is likely to be a function of where, when,
and how many BMPs are installed. Therefore, cost-
share funding should only be available for the treat-
ment of critical areas. Smolen (1988) reports that in
critical areas cause and effect are clear, hydrology is
simple, and response time to treatment is short. The
Utah, Oregon, and Vermont RCWP projects docu-
mented major reductions in bacterial corcentrations
resulting from land treatment efforts in animal waste
management. The project areas exhibit simple sur-
face water hydrology, and treatment occurred in the
critical areas. Bacteria populations, especidly in sur-
face waters, respond to BMP implementation, thus
making bacteria in water a prime candidate to
demonstrate project effectiveness.

M Targeting BMP Systems. BMP systems directed
a water quality improvements are far more effective
than the ingtallation and maintenance of individual
BMPs. In Oregon, for example, the development and
use of BMP systems to store and use manure were
essential in reducing fecal coliform levels in Til-
lamook Bay. However, whether a BMP system or an
individua BMP is to be used, each should be tar-
geted to control specific pollutants identified in the
water quality problem definition and project plan of
work.

For example, BMP systems used to control lake
sedimentation may be different from and target a dif-
ferent soil particle size than systems used to control
lake turbidity. The South Dakota RCWP project tar-
geted its BMPs to a specific problem; consequently,
nutrient management was found to be the most ef-
fective BMP for reducing nutrient contamination in
an area dominated by cropland with only a few scat-
tered animal operations. On the other hand, the Utah
RCWP project saw marked improvements in phos-
phates through animal waste management systems
in a watershed totally composed of animal opera-
tions.

Implementing the Plan of Work

Federa agencies and committees provide direction
and funding to support local administration and coor-
dination of project activities such as I&E and land
treatment_ Local committees, however, are respon-
sible for carefully defining project objectives and im-
plementing project activities to meet goals. In
addition, local committees receive guidance and sup
port from the State coordinating committee and the
national coordinating committee.

B Information and Education. Extension Service
should provide leadership for the development, im-
plementation, and coordination of I&E programs for
agricultural nonpoint source water pollution control.
The local coordinating committee, the county ASC
committee, the soil and water conservation district,
and SCS should help with I&E efforts to ensure that
the I&E message is being received by participants.

During the proposal development, the com-
munity and relevant agencies must be informed
about problems in the project area, objectives, and
design. Loca people aso need to take part in
decisions from the start. An advance I&E effort
should be used to ensure that the majority of the
population and project staff agree about the problem,
its causes, and the treatment approach. The effect of
genera and farm community support (or lack of sup-
port) was clearly demonstrated in severa RCWP
projects. In the lowa RCWF project, three public
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meetings were held to inform the community about
the RCWP before the Prairie Rose Lake project ap
plication was submitted. This strategy of early com-
munity involvement helped the project to a strong
start. Delaware producers aso participated in the
sdection of and planning for the Appoquinimink
River RCWP project, again contributing to a success-
ful effort with strong producer participation. The
Westport River RCWP project-in Massachusetts, on
the other hand, would have benefited from advanced
information and education programming (as well as
water quality monitoring for baseline data collection)
to address and resolve conflicting views on the
source of the water quality problem and the vaidity
of the approach being recommended in the RCWP
project.

Informational and educational efforts are take
part in stages that change over time. Initially, the
I&E team seeks to develop general awareness of the
water quality problem and support for the project
through mass media and public educational
programs. Then, I&E seeks to increase farm
operators  knowledge about nonpoint source control
and improve their agricultural management skills
through educational programs and one-on-one con-
tact. Ultimately, I&E works to modify behavior by
promoting the adoption of BMPs for improved
management of agricultural chemicals, conservation
of irrigation water, use of animal wastes, and conser-
vation of soil.

The I&E message was received and imple-
mented differently by the RCWP projects. For ex-
ample, in Vermont, the efforts of the local Extension
Service office were essentid in informing producers
and convincing them to participate in the RCWP In
Tennessee, every farmer received at least one (and
sometimes three) persona visit from an I&E team
member to encourage participation. In Florida, field
days, demonstration sites, and tours were the most
effective methods for promoting land treatment and
presenting accomplishments in the RCWP project.

Where fertilizer management and pesticide
management are important parts of the BMP pro-
gram, the I&E staff assists with soil sampling or pest
scouting and provides tailored recommendations to
project participants. The I&E program develops or
strengthens existing commodity associations to sup
port integrated pest management and other special-
ized programs.

Extension Service can also initiate other
programs to improve water quality. A good example
is the Pennsylvania RCWP project. There the Exten-
sion office set up an anima waste trading exchange
to enable farmers who wanted animal manure to find
farmers who had excess manure. The Nebraska

RCWP developed a strong fertilizer testing and
management program, along with pest scouting.
Both components resulted in a significant decrease
in the use of fertilizers and pesticides.

E Préducer Participation. Water quality improve-
ments depend on changes in farm operators atti-
tudes, knowledge, and BMP implementation. Hoban
and Wimberley (1992) surveyed €ligible participants
and nonparticipants from the 21 RCWP project
areas. Their findings on the farm operators’ water
quality awareness, need for more information, at-
titudes about water quality problems, adoption of
BMPs, and participation in RCWP and other
programs provide significant information on ways to
improve education and participation in water quality
programs. In addition, results from the short answer
questionnaire (Coffey and Hoban, 1992) show that
cost-share funding was a key incentive to participa-
tion.

Other important factors affecting producer par-
ticipation in RCWP projects included:

s dtrong leadership within the farm community
(as demonstrated in lowa and Oregon),

« consensus within the farm community and the
genera public on the source of water quality
problems and the importance of water resour-
ces (for example, the high value placed on
local recreational lakes by the lowa and
Delaware farmers in their projects critica
aress),

» the threat of regulation if the sources of pollu-
tion were not voluntarily reduced (as in the
Taylor Creek-Nubbin Slough project in
Florida),

» economic penalties for producers who did not
participate (as in the Oregon RCWP project
where producers received lower milk prices
from the local cheese cooperative if they were
not implementing BMPs), and

¢ producer perception that BMPs implemented
to reach the project goals would also benefit
the farming operation (as in Alabama).

Producer participation also came about through
other means. Concern for stewardship of the land
encouraged many Pennsylvania farmers to par-
ticipate (many implemented BMPs but refused cost-
share funding). In Vermont, a long-standing
commitment to keep the community clean was the
impetus for participation.

E Land Treatment The Scil and Water Conserva
tion District (SWCD) participates on the local coor-
dinating committee, prepares applications, and
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promotes the project. The SWCD, together with the
county ASC committee, determines the priority of
technical assistance among applicants for water
quality plans based on criteria developed by the local
coordinating committee. The SWCD also approves
water quality plans and revisions.

SCS coordinates technical assistance for BMPs
and recommends the appropriate agency for assist-
ance. SCS provides technical assistance for setting
priorities among applicants and developing and cer-
tifying their water quality plans. The role of SCS as
the lead technical agency for land treatment should
be retained; however, the contribution that can be
made by other agencies and opportunities for inter-
agency cooperation in achieving land treatment
goals should be recognized. As a result of the Mas-
sachusetts RCWP project, a new approach to farm
visits was developed by the local USDA agencies,
ASCS and SCS staff members now routinely visit
farms together to perform their duties under several
USDA programs.

The role of Extension Services should be ex-
panded to emphasize management practices to com-
plement structural practices. For example, during
the latter phases of the Pennsylvania RCWP project,
most of the land treatment effort was facilitated by
the ES through individual contacts and nutrient
management plans. For this project, the high num-
ber of farms needing animal waste storage facilities
and the resistance to installing such facilities made
the use of the ES and nutrient management plans the
only effective way to reduce nutrients in the area
streams.

B Water Quality and Land Treatment Monitor-
ing. The State water quality agency should par-
ticipate on the State and local coordinating
committees and monitor and evaluate the project’'s
effectiveness. Because Federal assistance is re
quired to encourage consistent and continuous
water quality and land treatment monitoring
throughout the project period, Federal funding for
water quality monitoring must be authorized as a
part of the model program. Funding for monitoring
is required to document progress, the need for con-
tinued treatment, and water quality changes. Fund-
ing would be provided to al projects to meet
minimum monitoring requirements for both land
treatment and water quality.

Greater accountability by the State water quality
or other monitoring agency is needed to ensure ade-
quate water quality monitoring. Where applicable,
USGS, ARS, local universities, SCS, and Extension
Services should provide technical assistance for
monitoring program design and implementation.
Minimum monitoring protocols for high- and

medium-level projects should be reported in the
Federal Register. Projects would risk cancellation if
monitoring efforts fail to meet minimum require-
ments.

All approved projects should have monitoring to
determine BMP application progress and to docu-
men? trends in one or more variables related to the
water quality problem. Stream water quality monitor-
ing requirements for high-level projects should be
consistent with the EPA 319 National Monitoring
Protocol (U.S. Environ. Prot. Agency, 1991; Spooner,
1992). The protocol requires 20 samples per season
a a weekly or biweekly frequency for physical and
chemical variables and measurements of ex-
planatory variables (e.g., flow and precipitation) for
each sample. If biologicad monitoring is desired,
biological and habitat variables should be monitored
one to three times per year. land use and land treat-
ment data must be reported on a drainage basin rela-
tive to the water quality monitoring station. In
addition, paired watershed studies are strongly en-
couraged.

The protocol’s main objective for high- and
medium-level projectsis to monitor water quality and
land treatment simultaneously to determine if water
quality changes can be documented and associated
with changes in land treatment. Two features of this
objective must be met: (1) detecting significant or
real trends in both water quality and land treatment
implementation, and (2) associating water quality
trends with land treatment trends.

Guidance for minimum monitoring of land treat-
ment and associated water quality changes for the
model program and its projects should be main-
tained and enhanced by EPA and USGS in consult-
ation with other Federal, State, and local agencies.
This approach will alow valid technical evaluations
of individual projects. For example, the monitoring
requirements established by the EPA Clean Lakes
Program have been published in the Federal Regisfer
(1980b). The lack of a complete and uniform
database has limited the effectiveness of evaluations
of the Model Implementation Program (MIP),
RCWP, and (by current indications) the present
USDA Demonstration Hydrologic Unit Areas as well
as Management Systems Evaluation Areas (MESA)
water quality project.

The paired watershed approach involves
monitoring two or more similar subwatersheds
before and after BMP implementation in one of the
watersheds. This design is the most technically
sound and reliable method available to document
water quality changes in the shortest time period (3
to 5 years). The Vermont RCWP project employed
the paired watershed approach successfully and
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demonstrated that winter storage of manure (instead
of winter spreading) was an effective nutrient
management strategy.

Land treatment information for high- and
medium-level projects should be reported and linked
directly to the water quality monitoring data, For ex-
ample, each observation should be paired hydrologi-
caly to a water quality monitoring station on an
annual or seasona basis. All significant land use
changes and other nonpoint and point source control
efforts should be documented. The monitoring
design should include multiyear monitoring of both
land treatment or use and water quality before and
after BMP implementation.

Several RCWP projects had strong water quality
monitoring programs emphasizing pre- and post-
BMP monitoring and above and below site testing in
combination with a large land treatment effort.
These projects were able to document substantial
water quality improvements. In the Utah RCWP
project, anima waste management systems reduced
phosphorus concentrations leaving the watershed by
75 percent and reduced nitrogen and fecal coliform
by 40 to 90 percent. In the Florida RCWP project,
fencing, water management, and animal waste
management systems reduced phosphorus con-
centrations in water entering Lake Okeechobee by
45 percent.

In the Oregon RCWP project, animal waste
management systems instaled on dairies reduced
bacterial contamination of oyster beds by about 40 to
50 percent. Sites in the bay restricted to shellfishing
based on Food and Drug Administration classifica-
tion decreased from 12in 1979-80 to 1 in 1985-86. In
the Idaho RCWP project, water management and
sediment control BMPs reduced sediment loads in
return flows from irrigated land by 70 percent. Trout
fishing has been partialy restored to this coldwater
trout stream.

Likewise, the Idaho and Nebraska RCWP
projects redlize that a substantial effort would have
been saved if they had established clear protocols in
the beginning for documenting water quality and
land treatment on a subbasin and annual basis such
that the two databases could be linked hydrological-
ly and temporally. Both projects have taken the initia-
tive to reconstruct and link the two databases. For
these projects, the land treatment databases were
the most difficult to reconstruct.

The Vermont project used extensive monitoring
of BMP implementation and agricultural activities to
establish a link between cows under BMP manure
management and bacteria levels in streams. The
Minnesota X CWP project used vadose zone monitor-

ing to establish the relationship between agricultural
practices, best management practices, and ecologi-
cal niches to groundwater contamination.

Explanatory variables, which should be
monitored in the high-level projects, can include
other lapd-use changes, the seasons, stream dis-
charge, precipitation, groundwater table depth, im-
pervious land surface area, and others. In Alabama,
technicians were unable to determine the cause of a
sudden increase in fecal coliform levels in a par-
ticular stream until they determined that beavers
had built a dam upstream of the sampling site. The
Florida RCWP project confirmed that the changes in
cow numbers and water table depth affected the
water quality monitoring results and that documenta-
tion and adjustment for these changes alowed valid
conclusions to be made regarding changes in water
quality.

Evaluation and Reporting

Regular review of progress helps ensure that the
project is working toward its goas and that its ac-
tivities are on track. As part of the evaluation
process, regular meetings must be held by the local
coordinating committee to keep the project team in-
formed and to coordinate activities. In addition,
guarterly meetings of technical groups can help
guide the project to water quality improvements.
Both the South Dakota and the Vermont RCWP
projects used frequent meetings of technical staff to
identify needs and document progress.

Annua progress reports on the projects create
an opportunity to compile and analyze findings; an-
nual progress reviews by the national coordinating
committee and the national technica support group
can help projects meet their goals.

Feedback Loop

Regular meetings are a must for project staff, if water
quality and land treatment monitoring are to be used
to make mid-project adjustments. The project
manager can facilitate communication by scheduling
local coordinating committee meetings on a quarter-
ly basis. The State and loca coordinating commit-
tees should meet jointly at least once each year.

Regiona workshops should be scheduled to pro-
vide information transfers between projects with
similar hydrology and agriculture. National work-
shops are helpful and especially beneficia if all
projects are represented. Some of the most impor-
tant RCWP lessons were learned from projects that
were seldom represented at national RCWP
workshops
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In the early part of the Virginia RCWP project,
extremely high levels of coordination and coopera-
tion existed among the different agencies, and com-
munication was excellent. However, after BMP
implementation, which occurred about five years
into the project, both the State and local coordinating
committees stopped meeting, which caused a break-
down in communication between the land treatment
and water quality groups.

Conclusion

The Rural Clean Water Program has demonstrated
that nonpoint source pollution control programs can
be successful in protecting and restoring water
resources if they are carefully structured and based
on the findings of previous programs. The model
program we propose requires administrative and
technical support from al levels — Federd, State,
and local. The States and their local counterparts
need guidance on project implementation. Much of
this guidance can best be communicated through
program regulations similar to the regulations writ-
ten for the RCWP (Federal Register, 1980a). A nation-
al technical support group, independent of
designated cooperating agencies, should be in place
to help develop program guidance, provide technica
assistance, and conduct project evaluations.

Water quality monitoring is required to docu-
ment the problem and track project effectiveness.
We suggest minimum monitoring requirements to
guide the development of the monitoring program
design. BMP systems must be targeted to treat criti-
cal areas and specific pollutants responsible for the
present or potential problem. Finally, a project
manager and a core project staff (from various coor-
dinating agencies) are needed to implement the
project. Greater accountability among project staff
and incentives to avoid turnover wijll improve the
likelihood of meeting project goals. Information and
educational efforts should be expanded to en-
courage greater adoption of BMPs,

Continual evaluation of programs and projects
and full communication of technical information are
key factors in controlling nonpoint source pollution
and achieving water quality godls.
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Planning and M anaging a Successful
Nonpoint Sour ce Pollution Control Project

The Rural Clean Water Program Experience

Significant progress has been made in reducing water pollution caused by point sources since the
Clean Water Act was passed. However, much work remains to be done to reduce nonpoint
source (NPS) pollutants that impair the quality of streams, rivers, lakes, ground water, and other
bodies of water throughout the United States.

Many local government officias, aswell as citizens, are becoming increasingly interested in
taking action to address local water quality problems caused primarily by nonpoint source
pollutants. There is also a heightened awareness that water quality problems do not occur in
isolation; many activities within a watershed affect the quality of water resources. Surface and
ground waters are frequently connected, so management strategies aimed at protecting water
quality must often be designed to address the impacts of human activities on a watershed basis
for both surface water and ground water.

Thisfact sheet is designed to provide information to local and state government officials and
staff, concerned citizens, educational and technical assistance agencies, landowners, and farmers
interested in protecting or restoring water quality. Specific steps are outlined for:

Deciding whether awater quality project is viable, based upon available information,
Documenting the water quality problem and its source,

Defining specific project objectives and goals,

Involving potential participants and other community membersin planning and
implementing the project,

Securing funding,

Clarifying agency roles and organizing a project,

Defining the critical area,

Choosing aland treatment approach, and

Designing a monitoring and evaluation plan.

Designing a Successful Voluntary Nonpoint Source Pollution
Control Project

Choose a Viable Project

The first step in planning a successful nonpoint source pollution control project isto identify a
water resource with water quality needing restoration or protection. Focus on awater resource
that is valued by the community and a problem that is neither too complex nor too difficult to
solve in areasonable amount of time. Talk to or formally survey community members who live
and work in the vicinity of the water resource. Find out whether they believe that thereis awater




quality problem and if it is of concern to them. For example, find out if the water quality problem
impairs recreational uses, such as fishing, swimming, or boating, or aesthetic enjoyment of the
water resource.

If the source of the water quality problem isnot clear, or if the source is one that cannot be
affected by changesin project participants behavior (for example, if the source is a point source
versus agricultural runoff), there may be dissension within the community about the cause of the
problem, how best to resolve it, or the value of a NPS pollution control project. Documentation
of the problem and its source can help a community come together to support a project designed
to address awater quality problem (see next section). If, however, consensus about the existence
of a problem cannot be reached, or agencies cannot work effectively together, aproject is
unlikely to be successful. In such cases, limited resources for addressing water quality problems
may be better spent on a different project or program.

If project funds are restricted to one source of nonpoint source pollutants, such as agricultural
sources, avoid choosing a watershed that contains major point sources or other nonpoint sources.
Pollutants from point sources can mask improvementsin water quality brought about by
implementation of best management practices (BMPs) aimed at reducing NPS pollution, thus
making it difficult to document the benefits of a nonpoint source pollution control project. Other
approaches designed to reduce both point and nonpoint source pollutants, such as total watershed
management, can be very effective if adequate technical and financial resources are available.

Select awatershed of a size that matches the level of available funding for the project; if funds
for installing BMPs are limited, treating most or all of a small watershed (or a subwatershed
within alarge watershed) will likely result in greater water quality improvements than treating a
small land areain alarge watershed.

Document the Water Quality Problem

Clearly document the water quality impairment or threat, and the source(s) of the problem. For
example, a popular swimming beach at the community lake may have algal blooms (rapid
growth of algae) at certain times of year. The results are color changes, odor, and fish kills,
which impair swimming and other uses of the lake for recreation. To plan an effective approach
to this problem, the specific pollutant(s) causing the blooms must be identified and the source(s)
determined. Are nutrients causing the problem? If so, is there too much nitrogen or phosphorus?
After identifying the pollutant, find out where it is coming from. Possible sources of nutrients
include runoff from animal operations, over-application of fertilizer, septic tank drain fields,
sediments in the lake bottom, or discharges from a treatment plant or industry. The source(s) of
the water quality problem must be identified before action is taken, so available resources can be
targeted to the critical area. Trying to address a problem without knowing the source can result in
wasting limited funds and human resources and losing support for future projects.

Existing water quality and other relevant data, such as soils, geology, land use, and weather (and
assistance in interpreting such data), should be requested from appropriate agencies, such as the
state water quality agency; U.S. Geological Survey; local health department; county planning
department; and U.S. Department of Agriculture (USDA) - Natural Resource Conservation



Service, USDA - Consolidated Farm Services Agency, USDA - Extension Service, National
Oceanic and Atmospheric Administration, and Soil and Water Conservation District.

If adequate information about the problem and its source(s) has not already been collected, seek
technical and financial assistance in designing awater quality monitoring program. Relevant
state and federal programs are discussed in the section entitled Obtain Funding.

An effective approach to identifying the exact nature of the problem and its source(s) isto
implement a problem identification and assessment monitoring program lasting from six to 18
months. Monitor sites suspected of contributing pollutants or stressors during both baseflow and
storm conditions, especialy during the seasons when the highest amount of the pollutant enters
the water and during the season when water quality problems have been noticed. For example, in
winter and spring there is often a great deal of runoff which carries nutrients, sediment, and other
pollutants. A walk through the watershed may help identify problem areas with regard to habitat.
Creel surveys can identify fishery problems.

Before initiating a project, write a problem statement that: 1) states what the impaired water use
is, 2) identifies the location of the problem, 3) specifies the pollutant(s) or stressor(s), and 4)
identifies the major or suspected source(s). A written problem statement documents the problem
for future reference and clearly conveys the problem and source to participants and community
members, thereby contributing to consensus about the problem and the approach being taken to
resolveit.

Define Objectives and Goals

Well-defined objectives and goals clearly convey the purpose of the project to potential
participants and the public. Objectives and goals also provide a basis for evaluating the project.

ODbjectives define the overall direction or purpose of the project. Establish objectives that focus
the project on achieving water quality changes or meeting water quality standards. Be sure that
objectives are measurable and achievable. For example, a workable objective might be "re-
opening shellfish bedsin Green Creek estuary by 1998."

Goal s provide milestones to be met during the course of a project. Establish quantitative goals
that provide away to measure progress. For example, progress toward the goal "reduce the
phosphorus load to Blue Reservoir by 45%" can be measured, while achievement of the goal
"reduce pollution in the reservoir" is more difficult to evaluate. Set specific goals early with
assistance from local agencies, project participants, and community representatives.

Objectives and goals must be tailored to available resources and to the nature of the problem. For
example, expecting to reduce eutrophication in areservoir when the project watershed supplies
only 10% of the phosphorus load is unredlistic, asisagoal of reducing nutrient loss from a
500,00-acre watershed with 1,200 producers when resources consist of a $50,000 budget and two
staff members.

I nvolve the Community



Public support and a high rate of participation are key in voluntary nonpoint source projects
because of the widespread nature of NPS pollution. The following actions can increase
participation:

Educate potential participants and the community. They need to agree that thereisa
water quality problem, that it isimportant to solve it, and that the project will help do so.
Encourage potentia participants to accept responsibility for their contribution to the
problem. On-going education about land use impacts on water quality isimportant as
awareness does not necessarily transate into problem ownership or changesin behavior.
Involve potential participants early in the planning process; involvement fosters a feeling
of ownership which often increases participation.

Find out if federal, state, local, or private funds are available. Financial assistance, such
as cost-share funding, is necessary to enable many potential participants to implement
BMPs.

Recommend the lowest cost BMPs that can effectively reduce the pollutant(s) of concern.
One-to-one contact between project personnel and potential participants is much more
effective than mass media for gaining cooperation in a project. Because of their
importance in encouraging participation, information and education efforts should be
initiated early.

Provide technical assistance valued by participants, such as soil testing and assistance in
designing site-specific affordable BMPs.

Ask participants to talk with their neighbors about the project and why they decided to
become involved.

Where relevant, notify potential participants that regulations may be instituted if
voluntary measures do not improve water quality. This knowledge can provide an
incentive for participation.

Obtain Funding

Obtain funds to support each aspect of the project. Cost-share funds that can be used to assist
participants in installing BMPs are often critical to the success or failure of a voluntary nonpoint
source project. Funding for pre-, during-, and post-implementation water quality monitoring and
educational activitiesis also important.

State cost-share funds may be available to support implementation of agricultural or forestry

BMPs for nonpoint source pollution control. Federal programs offering cost-share funds for
forestry or agricultura BMPs may be available through the USDA - Consolidated Farm Services
Agency. Section 319 funds allocated to each state by the U.S. Environmental Protection Agency
(EPA) may be available from a state's water quality agency (nonpoint source program) to support
nonpoint source pollution control projects.

Several EPA publications provide information on federal programs for watershed protection
(EPA, 1993) and how state and local governments have funded nonpoint source pollution control
programs (EPA, 1992).

Clarify Agency Rolesand Administer the Project Effectively



Cooperation and coordination among local, state, and federal agencies are essential. Potential
participants within the project area must receive clear messages about the project, its purpose,
and its value. Conflicting messages from local, state, or federal agencies participating in a project
can result in alow rate of participation. Clearly define each agency's role and how agencies will
interact to avoid confusion, duplication of efforts, or competition. Urge agency administrators to
support the project and encourage inter-agency cooperation. If key agencies cannot agree on the
value of aproposed project, or if turf battles seem unresolvable, consider an alternative project
choice.

Designate a project manager to coordinate the project and assess progress. Ideally, the project
manager should have a background in water resources and project management.

Establish alocal coordinating committee, consisting of project participants, agency personnel,
and community leaders, to support the project. The committee should set direction, set objectives
and goals, assure adequate public involvement, enlist agency assistance, oversee information and
education activities, determine priorities for water quality monitoring, and develop plans for
critical area selection, choice of BMP systems, and linkage of land treatment and water quality
data.

Definethe Critical Area

Apply BMP systems to those areas where land treatment will have the greatest effect. Where
available, pre-project water quality monitoring and modeling can be used to identify or refine the
critical area-- the land area contributing most to the problem. In the absence of such resources,
critical areas can be roughly defined based on distance to the water body and its tributaries, or
other location or land use characteristics. Within the critical area, significant pollutant sources
(such as animal operations, farm fields, or forestry operations) can be prioritized for BMP
installation based on the expected impact of each source on the water body.

ChooseaLand Treatment Approach

Encourage participants to implement systems of BMPs. Systems of practices often control |oss of
a pollutant from the critical area more effectively than a single BMP. Resources for assistancein
identifying systems to effectively address a particular water quality problem and source include
Extension Service, Natural Resource Conservation Service, and Soil and Water Conservation
Districts staff.

Design a Water Quality and Land Treatment Monitoring and Evaluation Plan

Water quality and land treatment monitoring and evaluation provide essential tools for assessing
project effectiveness. Team members who will conduct and interpret the monitoring effort must
be involved from the beginning of the project, not added as an afterthought.

When limited resources are available for monitoring BMP effectiveness, visual observations
such as fewer algal blooms, clearer water, or increased recreational use can be helpful in



assessing the effectiveness of the project. Monthly monitoring of afew key factors (such as
dissolved oxygen or chlorophyll &) can provide useful information.

When funds are available for more extensive water quality monitoring, essential tasks and
elementsinclude:

Developing a monitoring plan based on clearly stated water quality monitoring
objectives. Include in the plan: monitoring design, agency roles, laboratory and quality
assurance and control procedures, data storage plans, reporting requirements, personnel
needs, and costs.

Collecting sufficient pre-, during -, and post-project data to document water quality
changes. In large watersheds with lakes, water quality changes often occur gradually and

monitoring for five to 10 years, or longer, may be required to confirm changes that can be
linked to land treatment.

Assessing Project Effectiveness

Evaluate data with project objectives and goals clearly in mind. A consistent improving trend in
water quality after BMP system implementation may provide evidence needed to attribute water
quality improvements to land treatment.

Consider interviewing (pre- and post-project) participants and people who were eligible but
chose not to participate in the project to assess the effectiveness of education efforts.

Report successes and failures periodically to provide feedback to project participants and agency

staff on the results of their efforts. Make results available to the community to enhance public
education and contribute to more effective management of water quality problemsin the future.

Keys to Success
Choose a Viable Project

- Choose awater resource that needs restoration or protection and is valued by community
members.

Document the Problem
- Document the water quality problem and its source.
Define Objectives and Goals
- Define obtainable objectives and goals.

I nvolve the Community



- Involve potentia participants and the community early in project planning.
Obtain Funding
- Obtain funding for all project aspects.
Clarify Rolesand Administer Effectively
- Clarify agency roles.
- Designate a project manager.
- Form alocal coordinating committee.
Definethe Critical Area

- Define the critical area where treatment will have the most impact.

Choose a Land Treatment Approach
- Apply BMPsthat will address the water quality problem.
- Encourage participants to implement systems of BMPs.

Monitor and Evaluate

- Design awater quality and landtreatment monitoring and evaluation program, when possible,
to document the effects of BMPsinstalled.
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Farmer Participation in Solving the
Nonpoint Sour ce Pollution Problem

The Rural Clean Water Program Experience

The Importance of Producer Participation in Voluntary
Agricultural Nonpoint Source Pollution Control Projects

The success or failure of any agricultural nonpoint source pollution control project
depends on the participation of many landowners or farm operators. These producers
must install or utilize land-based treatments, or best management practices (BMPs), that
minimize the movement of agricultural pollutants such as sediment, nutrients, and
pesticides to water resources.

The degree of producer participation necessary to protect or remediate water quality will
depend not only on the total number of land users employing BMPs in the watershed, but
also on several other factors: the location of the producers farmsin the watershed, the
types of BMPs selected, the extent of BM P implementation, and the type and severity of
the water quality problem.

The first phase in a nonpoint source (NPS) pollution control project isto accurately
identify and clearly document the water quality problem, the specific pollutant(s), and the
sources of the pollutant(s). Based on the water quality problem assessment, the critical
area (land area or areas contributing disproportionately to the water quality problem)
should beidentified. High-priority project participants are those producers who farm or
raise livestock in the critical area of the watershed.

A primary goal of any voluntary NPS pollution control project isto engage a sufficient
number of potential participantsin the project. The Rural Clean Water Program (RCWP),
anationally recognized nonpoint source pollution control program conducted between
1981 and 1995, established atarget voluntary producer participation rate of 75%. Many
valuable lessons were learned from the RCWP about how to recruit and retain
participants in voluntary NPS pollution control projects. The information presented in
this fact sheet is based on these |essons learned.

Farm Structure and Producer Attitudes and Attributes
that Affect Project Outcome

An extensive telephone survey of producers farming in the critical areas of the 21 RCWP
projects was conducted to evaluate differences between farmers who chose to participate



in the RCWP and those who did not (Gale et al., 1993). Farm structure, farm operator
characteristics, and water quality awareness and attitudes were assessed.

Participation in RCWP projects was highly correlated with strong economic indicators,
such as comparatively larger total acreage farmed, higher gross farm sales, and greater
property and farm equipment values. Producers who were employed off-farm, or who
received only part of their income from agriculture, were less likely to participate in NPS
pollution control projects than were farmers who worked solely on the farm and earned
most of their income from agriculture.

Water quality awareness and attitudes were also important in determining participation
rates in the RCWP projects. Producers who were more aware of water pollution (in
genera, in the specific area, or on individual farms) participated in greater numbers than
farmers who were less well informed. Producers who received most of their water quality
and conservation information from government agencies and farm magazines were more
likely to change agricultural practices that affected water quality than producers who did
not receive information from these sources.

Many of the results of the farm operator survey were similar to conclusions of previous
studies evaluating factors that influence conservation. Farmers who run large-scale
operations, are better educated and more willing to take risks, and have access to
government information generally participate at a higher rate in conservation programs
than producers without these characteristics. Although farm structure and producer
characteristics were important factors in determining which farmers chose to participate
in the RCWP projects, external incentives also affected participation.

| ncentives To Producer Participation

Economic Factors

Financia incentives are extremely important, and may be the most important factor, in
obtaining voluntary implementation of BMPs. Financial incentives for voluntary
environmental compliance include cost-share funds, tax relief, payment transfers, and
government subsidies.

The primary financial incentive in the RCWP projects was federal cost-share funding.
Each producer could receive up to 75% of the cost of each recommended BMP
implemented (up to a maximum per farm of $50,000).

The cost-share rate for the Alabama RCWP project was originally set at 60%. Few
farmers chose to participate until the cost-share rate was raised to 75%. Participation then
increased to 100% of the producers in the critical area.

A significant barrier to implementation of BMPsis poor economic status of producers.
The farm operator survey (Gale et a., 1993) found a lower rate of participation among
farmers who had relatively lower economic indicators. During the early 1980s, many



farmersin Oregon were unable to participate in the Tillamook Bay RCWP project
because high interest rates limited cash flow, making it difficult for farmersto pay their
portion of the cost of installing BMPs. Another hindrance is the high cost of some BMPs,
such as animal waste management systems. For many dairy farmers, the maximum cost-
share payment of $50,000 was insufficient to make the construction of animal waste
storage units economically feasible.

State or local cost-share assistance was offered in some projects as a supplement to
federal cost-share funds. To entice absentee landlords to participate in the RCWP,
Tennessee and Kentucky officials added 25% to the federal 75% cost-share rate for
seeding alfalfa. Producers also received an additional one-time payment of $75 per acre
for converting cropland to pasture. Florida dairy farmers participating in the Lake
Okeechobee RCWP project received substantial subsidies from the State of Floridato
assist them in installing expensive animal waste management BMP systems.

Technology Transfer: The Importance of Information and Education
Programs

Information and education (I&E) is an essential component of any agricultural NPS
pollution control project. Information should heighten farmers awareness of water
quality problems and approaches to solving them. Education should increase project
participation and assist farmers in selecting and maintaining appropriate BMP systems.

Strong and effective |& E programs in many of the RCWP projects (for example,
Maryland, Alabama, Nebraska, Idaho, Utah, Vermont, Florida, and Oregon) contributed
to high producer participation and, consequently, to water quality improvements.

|& E must begin prior to land-based project activities in order to foster a sense of problem
and project ownership on the part of the potential project participants. Delaware and lowa
RCWP project personnel reported that both pre-project meetings to discuss the water
quality problem and producer involvement in project planning helped develop strong
support for and participation in the project by areafarmers.

The most effective way to increase producer participation is one-to-one contact between
project personnel and farmers.

On-farm demonstrations can be used effectively to educate farmers about new
technologies. Producer participation was increased in the Maryland RCWP project
through on-farm demonstrations of BMP install ation and maintenance.

To control agricultural runoff, producers must implement additional, often new, BMPs.
Technical assistance must help participants with new BMPs, whether the BMPs are
structural or managerial. In the Oregon RCWP project, Natural Resource Conservation
Service personnel had to modify animal waste storage systems for high-rainfall
conditions. Extension Service personnel in Pennsylvania devel oped nutrient management
plans for individual farmers and taught them how to implement the plans. These technical



assistance efforts resulted in more effective implementation and maintenance of BMPs.
Technical assistance also served to strengthen producers motivation to participate in the
project.

Environmental Concerns

Like air pollution, water pollution from nonpoint sourcesis a complex issue. It is often
difficult for land users to understand how an individual's daily activities can contribute to
nonpoint source pollution. Producers are most likely to participate in solving water
quality problems when they understand that their own agricultural practices affect the
water quality of alocal water resource. The farm operator survey showed that the major
reason producers did not participate in the RCWP projects was that they did not believe
water pollution was a problem. Conversely, twice as many RCWP participants as non-
participants stated that they believed water quality was a problem.

Producer participation also depends on farmers valuing the impaired water resource.
Because lowa RCWP project participants valued arecreational |ake that was decreasing
in size and depth due to sedimentation caused by cropland erosion, they were willing to
adopt new agricultural practices.

Environmental regulations, or the threat of regulation, can provide incentives for
producers to participate in agricultural NPS pollution control projects. Farmersin the
Chesapeake Bay drainage area face possible regulation if voluntary efforts fail to address
the NPS pollution problem. As aresult, over 50% of the farmers eligible to participate in
the VirginiaRCWP project were ready to get involved in the project as soon as cost-share
funding became available.

Community Support

Animpaired or threatened water resource affects the entire community. Nonpoint source
pollution control projects must have the support of the whole community. In Oregon,
community support of the Tillamook Bay RCWP project was instrumental in achieving
96% participation of critical areadairy farmers. Pressure to participate in the project
came from neighbors and alocal business. Fecal coliform contamination of the bay,
caused by runoff from dairies, threatened the local economy by reducing shellfish
harvests. Many of the fishermen losing revenue were relatives and friends of local dairy
farmers. These fishermen were able to exert peer pressure on dairy farmers to change
their farming practices. In addition, all of the dairy farmers sold their milk to alocal
cheese-producing cooperative that reserved the right to discount milk prices paid to
producers who did not install BMPs. This high level of community support played an
important role in the achievement of avery high rate of project participation.

Conclusions

Water quality changes require implementation of BMPs by alarge percentage of
producers who farm in the critical area of awatershed. However, a high rate of



participation does not automatically ensure water quality improvements. Improvementsin
adegraded water resource, or protection of athreatened water resource, occur as the
result of the interaction of many factors: identification of awater quality problem
amenable to remediation, documentation of the source of the major pollutant(s), accurate
definition of the critical area, correct selection and placement of BMPs, installation of a
sufficient number of BMPsin a substantial portion of the critical area, and maintenance
of BMPs.

The absolute number of participants necessary to reduce pollutants by a stated amount
will vary depending on the pollutant, agro-environmental conditions, and the magnitude
of the problem. For some situations, almost 100% producer participation may be required
to improve the water resource to its designated use. In the Oregon RCWP project,
approximately 60 dairies were considered critical at the start of the project. Dairies
having the greatest negative impact on water received cost-share funds to implement
BMPsfirst; then other critical farms were added. However, the project goal of a 70%
reduction in fecal coliform counts was not being met. Consequently, additional dairies
were classified as critical. By the end of the project, BMPsto control dairy runoff had
been implemented on 96% of 109 dairies defined as critical and the project's water
quality goals were met. The experience of the Oregon, Florida, and Utah RCWP projects
indicates that close to 100% participation is necessary in projects where the major source
of the pollutantsis animal operations.

Other RCWP projects successfully reduced pollutants with lower participation rates. In
Idaho, installation of BMP systems on 75% of the critical areafarms resulted in a 75%
decrease in sediment and a 68% decrease in phosphorus entering Rock Creek, resulting in
better habitat for fish.

While the amount of voluntary participation necessary to successfully address
agricultural NPS pollution must be determined for each individual watershed, results
from the RCWP suggest that an absolute minimum of 75% participation of critical area
farmersis necessary.

Many factors interact to determine the ultimate number of producers who participatein a
voluntary NPS pollution control project. Financial incentives are extremely helpful in
reducing the economic burden of BMP implementation. Environmental regulations, or
the threat of regulations, can also increase participation, although they are most often
used as a last resort when voluntary measures have failed. Technical assistanceisan
important means for helping producers select, install, and maintain appropriate BMP
systems. 1& E is also an important means for achieving adequate participation and helping
potential participants understand how their practices may degrade valuable local water
resources. Finally, community support is essential for encouraging and sustaining
producers throughout the project period.

Key Points of Farmer Participation

Socio-Economic and Attitudinal Factors Affecting Participation



Farmers who work solely on the farm or who receive most of their income from
agricultural sales are most likely to participate in agricultural nonpoint source
(NPS) pollution control projects.

Project participants are generally more aware of water pollution than farmers who
choose not to participate.

Producers who receive most of their water quality and conservation information
from government agencies and farm magazines are most likely to change
agricultural practices that affect water quality.

Incentivesto Participation

Financial incentives may be the most important factor in achievement of
voluntary implementation of BMPs.

Financial incentives include cost-share funds, tax relief, payment transfers, and
government subsidies.

Economic Factors

The cost of BMP installation and maintenance serves as a disincentive to BMP
implementation.

The Importance of Information and Education Programs

Information and education programs increase producer participation in
agricultural NPS pollution control projects.

Information heightens farmers awareness of water quality problems and
approaches to solving them.

Education aids farmersin selecting appropriate BMP systems.

|& E programs must begin prior to land-based project activities to facilitate
development of a sense of problem and project ownership on the part of the
potential participants.

One-to-one contact between producers and | & E specialists is the most effective
method to transfer information and increase participation.

New technologies can be effectively shared with producers through on-farm
demonstrations.

Technical assistance results in more effective BMP implementation and
maintenance and better participation in NPS pollution control projects.

Enviromental Concerns

Producers are most likely to participate in NPS pollution control efforts when they
understand that their agricultural practices affect the water quality of a valued
local water resource.

Environmental regulations, or the threat of regulation, can motivate participation
by producersin a NPS control project.



Community Support

The support of the entire community is required for NPS pollution control project
to be successful.

Community members can apply pressure to local farmersto adopt better
agricultural practices.
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APPENDIX 4.2A
BEST MANAGEMENT PRACTICES -
DEFINITIONS AND DESCRIPTIONS




Appendix

Appendix A: Best Management Practices — Definitions
and Descriptions

Best management practices mentioned in this guidance are listed in aphabetical
order below. The NRCS or other code number, if any, is given for each BMP,
followed by a short definition. Additional explanatory text about selected BMPs
is presented in italicized text below the practice, code, and definition.

Access Road (560): A travelway constructed as part of a conservation plan.

Animal Trails and Walkways (575): A livestock trail or walkway constructed to
improve grazing distribution and access to forage and water.

Bedding (310): Plowing,blading, or otherwise elevating the surface of flat land
into a series of broad, low ridges separated by shallow, parallel channels

Brush (and Weed) Management (314): Managing and manipulating stands of
brush (and weeds) on range, pasture, and recreation and wildlife areas by me-
chanical, chemical, or biological means or by prescribed burning. (Includes re-
ducing excess brush (and weeds) to restore natural plant community balance and
manipulating stands of undesirable plants through selective and patterned treat-
ments to meet specific needs of the land and objectives of the land user.)

Improved vegetation guality and the decrease in runofffrom the practice will
reduce the amount of erosion and sediment yield. Improved vegetative cover acts
as afilter strip to trap the movement of dissolved and sediment attached sub-
stances, such as nutrients and chemicals from entering downstream water
courses. Mechanical brush management may initially increase sediment yields
because of soil disturbances and reduced vegetative cover. This is temporary
until revegetation occurs.

Channel Vegetation (322): Establishing and maintaining adequate plants on
channel banks, berms, spoil, and associated areas.

Chiseling and Subsoiling (324): Loosening the soil, without inverting and with
a minimum of mixing of the surface soil, to shatter restrictive layers below nor-
mal plow depth that inhibit water movement or root devel opment.

Cornposting Facility (317): A facility for the biological stabilization of waste
organic material.

The purpose is to treat waste organic material biologically £y producing a Au:-
mus-like material that can be recycled as a soil amendment and fertilizer substi-
tute or otherwise utilized in compliance with all laws, rules. and regulations.
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Conservation Cover (327): Establishing and maintaining perennial vegetative
cover to protect soil and water resources on land retired from agricultural produc-
tion.

Agricultural chemicals are usually not applied to this cover in large quantities
and surface and ground water quality may improve where these material are not
used. Ground cover and crop residue will be increased with this practice. Ero-
sion and yields of sediment and sediment related stream pollutants should de-
crease. Temperatures of the soil surface runoff and receiving water may be
reduced. Effects will vary during the establishment period and include increases
in runoff, erosion and sediment yield. Due to the reduction of deep percolation,
the leaching of soluble material will be reduced, aswill bethe porential for caus-
ing saline seeps. Long-term effects of the practice would reduce agricultural
nonpoint sources of pollution to all water resources.

Conservation Cropping Sequence (328): An adapted sequence of crops de-
signed to provide adequate organic residue for maintenance or improvement of
sail tilth.

This practice reduces erosion by increasing organic matter; resulting in a reduc-
tion of sediment and associated pollutants to surface waters. Crop rotations that
improve soil tilth may also disrupt disease, insect and weed reproduction cycles,
reducing the need for pesticides. This removes or reduces the availability of some
pollutants in the watershed. Deep percolation may carry soluble nutrients and
pesticides to the ground water. Underlying soil layers, rock and unconsolidated
parent material may block, delay, or enhance the delivery of these pollutants to
ground water. The fate of these pollutants will be site specific, depending on the
crop management, the soil and geologic conditions.

Conservation Tillage (329) (NoTill): Any tillage and planting system in which
at least 30 percent of the soil surface is covered by plant residue after planting to
reduce soil erosion by water; or, where soil erosion by wind is the primary con-

cern, at least 1,000 pounds per acre of flat small grain residue-equivalent are on
the surface during the critical erosion period.

This practice reduces soil erosion, detachment and sediment transport by provid-
ing soil cover during critical times in the cropping cycle. Surface residues reduce
soil compaction from raindrops, preventing soil sealing and increasing infiltra-
tion. This action may increase the leaching of agricultura chemicals into the
ground water.

In order to maintain the crop residue on the surface it is difficult to incorporate
fertilizers and pesticides. This may increase the amount of these chemicals in the
runoff and cause more surface water pollution

The additional organic material on the surface may increase the bacterial action
on and near the soil surface. This may tie-up and then breakdown many pesti-
cides which are surface applied, resulting in less pesticide leaving the field. This
practice is more effective in humid regions.

With a no-till operation the only soil disturbance is the planter shoe and the com-
paction from the wheels. The surface applied fertilizers and chemicals are not
incorporated and often are not in direct contact with the soil surface. This condi
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tion may result in a high surface runoff of pollutants (nutrient and pesticides).
Macropores develop under a no-till system. They permit deep percolation and the
transmittal of pollutants, both soluble and insoluble to be carried into the deeper
soil horizons and into the ground water.

Reduced rillage systems disrupt or break down the macropores, incidentally in-
corporate some of the materials applied to the soil surface, and reduice the effects
of wheeltrack compaction. The results are less runoff and less pollutantsin the

runoff.

Constructed Wetland (ASCS-999): A constructed aquatic ecosystem with
rooted emergent hydrophytes designed and managed to treat agricultural waste-
water.

This is a conservation practice for which NRCS has developed technical require-
ments under a trial program leading to the development of a conservation prac-
tice standard.

Contour Farming (330): Farming sloping land in such a way that preparing
land, planting, and cultivating are done on the contour. This includes following
established grades of terraces or diversions.

This practice reduces erosion and sediment production. Less sediment and re-
lated pollutants may be transported to the receiving waters.

Increased infiltration may increase the transportation potential for soluble sub-
stances to the ground water.

Contour Orchard and Other Fruit Area (331): Planting orchards, vineyards,
or small fruits so that all cultural operations are done on the contour.

Contour orchards and fruit areas may reduce erosion, sediment yield, and pesti-
cide concentration in the water lost. Where inward sloping benches are used, the
sediment and chemicals will be trapped against the slope. With annual events, the
bench may provide 100 percent trap efficiency. Outward sloping benches may
allow greater sediment and chemical loss.

The amount of retention depends on the slope of the bench and the amount of
cover. In addition, outward sloping benches are subject to erosion form runoff
from benches immediately above them. Contouring allows better access to rills,
permitting maintenance that reduces additional erosion. Immediately after estab-
lishment, contour orchards may be subject to erosion and sedimentation in excess
of the now contoured orchard. Contour orchards require more fertilization and
pesticide application than did the native grasses that frequently covered the
slopes before orchards were started. Sediment leaving the site may carry more
adsorbed nutrients and pesticides than did the sediment before the benches were
established from uncultivated slopes. If contoured orchards replace other crop or
intensive land use, the increase or decrease in chemical transport from the site
may be determined by examining the types and amounts of chemicals used on the
prior land use as compared to the contour orchard condition.

Soluble pesticides and nutrients may be delivered to and possibly through the
root zone in an amount proportional to the amount of soluble pesticides applied,
the increase in infiltration, the chemist: of the pesticides, organic and clay con-
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tent of the soil, and amounts of surface residues. Percolating water below the
root zone may carry excess solutes or may dissolve potential pollutants as they
move. In either case, these solutes could reach ground water supplies and/or
surface downslope from the contour orchard area. The amount depends on soil
type, surface water quality, and the availability of soluble material (natural or
applied).

Contour Stripcropping (585): Growing crops in a systematic arrangement of
strips or bands on the contour to reduce water erosion.

The crops are arranged so that a strip of grass or close-growing cropis alter-
nated with a strip of clean-tilled crop or fallow or a strip of grassis alternated
with a close-growing crop [FIGURE 2-4].

This practice may reduce erosion and the amount of sediment and related sub-
stances delivered to the surface waters. The practice may increase the amount of
water which infiltrates into the root zone, and, at the time there is an overabun-
dance of soil water, this water may percolate and leach soluble substances into
the ground water:

Controlled Drainage (335): Control of surface and subsurface water through use
of drainage facilities and water control structures.

The purpose is to conserve water and maintain optimum soil moisture to (1) store
and manage infiltrated rainfall for more efficient crop production; (2) improve
surface water quality by increasing infiltration, thereby reducing runoff, which
may carry sediment and undesirable chemicals; (3) reduce nitrates in the drain-
age water by enhancing conditions for denitrification; (4) reduce subsidence and
wind erosion of organic soils; (5) hold water in channels in forest areas to act as
ground fire breaks; and (6) provide water for wildlife and a resting and feeding
place for waterfowl.

Cover and Green Manure Crop (340): A crop of close-growing grasses, le-
gumes, or small grain grown primarily for seasonal protection and soil improve-
ment. It usualy is grown for 1 year or less, except where there is permanent
cover as in orchards.

Erosion, sediment and adsorbed chemical yields could be decreased in conven-
tional rillage systems because of the increased period of vegetal cover: Plants
will take ip available nitrogen and prevent its undesired movement. Organic
nutrients may be added to the nutrient budget reducing the need to supply more
soluble forms. Overall volume of chemical application may decrease because the
vegetation will supply nutrients and there may be allelopathic effects of some of
the types of cover vegetation on weeds. Temperatures of ground and surface
waters could slightly decrease.

Critical Area Planting (342): Planting vegetation, such as trees, shrubs, vines,
grasses, or legumes, on highly erodible or critically eroding areas. (Does not
include tree planting mainly for wood products.)

This practice may reduce soil erosion and sediment delivery to surface waters.
Plants may take up more of the nutrients in the soil, reducing the amount that can
be washed into surface waters or leached into ground water.
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During grading, seedbed preparation, seeding, and mulching, large quantities of
sediment and associated chemicals may be washed into surface waters prior to
plant establishment.

Crop Residue Use (344): Using plant residues to protect cultivated fields during
critical erosion periods.

When this practice is employed, raindrops are intercepted by the residue reduc-
ing detachment. soil dispersion, and soil compaction. Erosion may be reduced
and the delivery of sediment and associated pollutants to surface water may be
reduced. Reduced soil sealing, crusting and compaction alows more water to
infiltrate, resulting in an increased potential for leaching of dissolved pollutants
into the ground water.

Crop residues on the surface increase the microbial and bacterial action on o;
near the surface. Nitrates and surface-applied pesticides may be tied-up and less
available to be delivered to surface and ground water: Residues trap sediment
and reduce the amount carried to surface water. Crop residues promote soil ag-
gregation and improve soil tilth

Deferred Grazing (352): Postponing grazing or resting g-razing land for pre-
scribed period.

In areas with bare ground or low percent ground cover, deferred grazing will
reduce sediment yield because of increased ground cover; less ground surface
disturbance, improved soil bulk density characteristics, and greater infiltration
rates. Areas mechanically treated will have less sediment yield when deferred to
encourage revegetation. Animal waste would not be available to the area during
the time of deferred grazing and there would be less opportunity for adverse
runoff effects on surface or aquifer water quality. As vegetative cover increases,
the filtering processes are enhanced, thus trapping more silt and nutrients as
well as snow if climatic conditions for snow exist. Increased plant cover results
in a greater uptake and utilization of plant nutrients.

Dikes (356): An embankment constructed of earth or other suitable materials to
protect land against overflow or to regulate water.

Where dikes are used to prevent water from flowing onto the floodplain, the
pollution dispersion effect of the temporary wetlands and backwater are de-
creased. The sediment, sediment-attached, and soluble materials being trans-
ported by the water are carried farther downstream. The fina fate of these
materials must be investigated on site. Where dikes are used to retain runoff on
the floodplain or in wetlands the pollution dispersion effects of these areas may
be enhanced. Sediment and related materials may be deposited, and the quality of
the water flowing into the stream from this area will be improved.

Dikes are used to prevent wetlands and to formietlands. The formed areas may
be fresh, brackish, or saltwater wetlands. In tidal areas dikes are used to stop
saltwater intrusion, and to increase the hydraulic head of freshwater which will
force intruded salt water out the aquifer: During construction there is a potentia!
of heavy sediment loadings to the surface waters. When pesticides are used to
control the brush on the dikes and fertilizers are used for the establishment and
maintenance of vegetation there is the possibility for rhese materials to be
washed into the surface waters.
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Diversion (362): A channel constructed across the slope with a supporting ridge
on the lower side.

This practice will assist in the stabilization of a watershed, resulting in the re-
duction of sheet and rill erosion by reducing the length of slope. Sediment may be
reduced by the elimination of ephemeral and large gullies. This may reduce the
amount of sediment and related pollutants delivered to the surface waters.

Fencing (382): Enclosing or dividing an area of land with a suitable permanent
structure that acts as a barrier to livestock, bi g game, or people (does not include
temporary fences).

Fencing is a practice that can be on the contour or up and down slope. Often a
fence line has grass and some shrubs in it. When a fence is built across the slope
it will low down runoff, and cause deposition of coarser grained materials re-
ducing the amount of sediment delivered downslope. Fencing may protect ripar-
ian areas which act as sediment traps and filters along water channels and
impoundments.

Livestock have a tendency to walk along fences. The paths become bare channels
which concentrate and accel erate runoff causing a greater amount of erosion
within the path and where the path/channel outlets into another channel. This
can deliver more sediment and associated pollutants to surface waters. Fencing
can have the effect of concentrating livestock in small areas, causing a concen-
tration of manure which may wash off into the stream, thus causing surface water
pollution.

Fence (382A): [ADD DEFINITION]
Fence, Suspension (382B): [ADD DEFINITION]
Fence, Electrical (382C): [ADD DEFINITION]

Field Stripcropping (586): Growing crops in a systematic arrangement of strips
or bands across the general slope (not on the contour) to reduce water erosion.
The crops are arranged so that a strip of grass or a close-growing crop is ater-
nated with a clean-tilled crop or fallow.

This practice may reduce erosion and the delivery of sediment and related sub-
stances to the surface waters. The practice may increase infiltration and, when
there is sufficient water available, may increase the amount of leachable pollut-
ants moved toward the ground water.

Since this practice is not on the contour there will be areas of concentrated flow,
from which detached sediment, adsorbed chemicals and dissolved substances
will be delivered more rapidly to the receiving warers. The sod strips wil{ not be
efficient filter areas in these areas of concentrated flow.

Field Border (386): A strip of perennia vegetation established at the edge of a
field by planting or by converting it from trees to herbaceous vegetation or
shrubs.
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This practice reduces erosion by having perennial vegetation on an area of the
field. Field borders serve as “ anchoring points’ for contour rows, terraces, di-
versions, and contour strip cropping. By elimination of the practice of tilling and
planting the ends up and down slopes, erosion from concentrated flow in furrows
and long rows may be reduced. This use may reduce the guantity of sediment and
related pollutants transported to the surface waters.

Filter Strip (393): A strip or area of vegetation for removing sediment, organic
matter, and other pollutants from runoff and wastewater

Filter szrips for sediment and related pollutants meeting mintmum requirements
may trap the coarser grained sediment. They may not jilter out soluble or sus-
pended fine-grained When a storm causexcessrunoff i
runoff, the filter may be flooded and may cause large loads of pollutants to
be released to the surface water. This type of filter requires high maintenance

and has a relative short service life and is effective only as longas the flow
through thefilter isshallow sheet flow.

Filter strips for runoffform concentrated livestock areas may trap organic mate-
rial, solids, materials which become adsorbed to the vegetation or the soil within
the filter. Often they will not filter out soluble materials. Thistype of filter is
often wet and is difficu!t to maintain.

Filter strips foverlandbflowrtredtimend of iguid wastes may effec-
tively filter out pollutants. The filter
mayading the proper resting time. Filter strips on forest land

runoffeffectmay improve the quality of surface water and haslittle

Allof filters may reduce erosion on the area on
sheet flowt hr o theflil ter .

and fibrousare filteredthan fine-Ciently

grained and soluble substances. Filter strips work for design conditions, but

when flooded or overloaded they may release a slug load of pollutants into the

surface water:

Floodwater Diversion (400): A graded channel with a supporting embankment
or dike on the lower side constructed on lowland subject to flood damage.

Forest Land Erosion Control System (408): Application of one or more ero-
sion control measures on forest land. Erosion control system includes the use of
conservation plants, cultural practices, and erosion control structures on dis-
turbed forest land for the control of sheet and rill erosion, gully formation, and
mass soil movement.

Grade Stabilization Structure (410): A structure used to control the grade and
head cutting in natural or artificia channels.

Where reduced stream velocities occur upstream and downstream from the struc-
ture, streambank and streambed erosion will be reduced. Thiswill decrease the
vield of sediment and sediment-attached substances. Structures that trap sedi-
ment will improve downstream water quality The sediment yield change will be a
function of the sediment yield to the structure, reservoir trap efficiency and of
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velocities of released warer. Ground water recharge may affect aquifer quality
depending on the quality of the recharging water. If the stored water contains
only sediment and chemical with low water solubiliry, the ground water quality
should not be affected.

Grassed Waterway (412): A natural or constructed channel that is shaped or
graded to required dimensions and established in suitable vegetation for the
stable conveyance of runoff

This practice may reduce the erosion in a concentrated flow area, such asin a
gully or in ephemeral gullies. This may result in the reduction of sediment and
substances delivered to receiving waters. Vegetation may act as a filter in remov-
ing some of the sediment delivered to the waterway, athough this is not the pri-
mary function of a grassed waterway.

Any chemicals applied to the waterway in the course of treatment of the adjacent
cropland may wash directly into the surface waters in the case where there is a
runoff event shortly after spraying.

When used as a stable outlet for another practice, waterways may incresse the
likelihood of dissolved and suspended pollutants being transported to surface
waters when these pollutants are delivered to the waterway.

Grasses and Legumes in Rotation (411): Establishing grasses and legumes or a
mixture of them and maintaining the stand for a definite number of years as part
of a conservation cropping system.

Reduced runoff and increased vegetation may Lower erosion rates and subse-
quent yields of sediment and sediment-attached substances. Less applied nitro-
gen may be required to grow crops because grasses and Legumes will supply
organic nitrogen. During the period of the rotation when the grasses and le-
gumes are growing, they will take up more phosphorus. Less pesticides may simi-
larly be required with this practice. Downstream water temperatures may be
lower depending on the season when this practice is applied. There will be a
greater opportunity for animal waste management on grasslands because ma-
nures and other wastes may be applied for a longer part of the crop year:

Grazing Land Mechanical Treatment (548): Renovating, contour furrowing,
pitting, or chisdling native grazing land by mechanical means.

Heavy Use Area Protection (561): Protecting heavily used areas by establishing
vegetative cover, by surfacing with suitable materias, or by installing needed
structures.

Protection may result in a general improvement of surface water quality through
the reduction of erosion and the resulting sedimentation. Some increase in ero-
sion may occur during and immediately after construction until the disturbed
aress are fully stabilized.

Some increase in chemicals in surface water may occur due to the introduction of
fertilizers for vegetated areas and oils and chemicals associated with paved areas.
Fertilizers and pesticides used during operation and maintenance may be a source
of water pollution.
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Paved areas installedfor livestock use will increase organic, bacteria, and nutri-
ent loading to surface waters. Changes in ground water quality will be minor.
Nitrate nitrogen applied as fertilizer in excess of vegetation needs may move with
infiltrating waters. The extent of the problem, if any, may depend on the actual
amount of water percolating below the root zone.

Hedgerow Planting (422): Establishing a living fence of shrubs or treesin,
across, or around a field.

Hillside Ditch (423): A channel that has a supporting ridge on the lower side
constructed across the sope at definite vertical intervals and gradient, with or
without a vegetative barrier

Improved Water Application (197): [ADD DEFINITION]

Irrigation Canal or Lateral (320): A permanent irrigation canal or lateral con-
structed to convey water from the source of supply to one or more farms

Irrigation Field Ditch (388): A permanent irrigation ditch constructed to convey
water from the source of supply to afield or fields in a farm distribution system.

The standard for this practice applies to open channels and elevated ditches of
25 ft’/second or less capacity formed in and with earth materials.

Irrigationfield ditches typically carry irrigation rvaterfrom the source of supply-
ing to afield or fields. Salinity changes may occur in both the soil and water:
Thiswill depend on the irrigation water quality, the level of warer management,
and the geologic materials of the area. The quality of ground and surface water
may be altered depending on environmental conditions. Water lost fromtheirri-
gation system to downstream runoff may contain dissolved substances, sediment,
and sediment-attached substances that may degrade water quality and increase
water temperature. This practice may makewater available for wildlife, but may
not significantly increase habitat.

Irrigation Land Leveling (464): Reshaping the surface of land to be irrigated to
planned grades.

The effects of this practice depend on the level of irrigation water management.
If plant root zone soil water is properly managed, then quality decreases of sur-
face and ground water may be avoided. Under poor management, ground and
surface water quality may deteriorate. Deep percolation and recharge with poor
quality warer may lower aquifer quality. Land leveling may minimize erosion and
when runoff occurs concurrent sediment yield reduction. Poor management may
cause an increase in salinity of soil, ground and surface waters. High efficiency
surface irrigation is more probable when earth moving elevations are laser con-
trolled.

Irrigation Pit or Regulating Reservair, Irrigation Pit (552A): A small storage
reservoir constructed to regulate or store a supply of water for irrigation

Irrigation Pit or Regulating Reservoir, Regulating Reservoir (552B): A small
storage reservoir constructed to regulate or store a supply of water for irrigation.

Irrigation Storage Reservoir (436): An irrigation water storage structure made
by constructing a dam.
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Irrigation System, Drip or Trickle (441): A planned irrigation system in which
all necessary facilities are installed for efficiently applying water directly to the

root zone of plants by means of applicators (orifices, emitters, porous tubing, or
perforated pipe) operated under low pressure (Figure 2-20). The applicators can
be placed on or below the surface of the ground (Figure 2-2 1).

Surface water quality may not be significantly affected by transported substances
because runoff is largely controlled by the system components (practices).
Chemical applications may be applied through the system. Reduction of runoff
will result in less sediment and chemical losses from the field during irrigation. If
excessive, local, deep percolation showuld occur, a chemical hazard may exist to
shallow ground water or to areas where geologic materials provide easy access
to the aquifer

Irrigation System, Sprinkler (422): A planned irrigation system in which all
necessary facilities are installed for efficiently applying water by means of perfo-
rated pipes or nozzles operated under pressure.

Proper irrigation management controls runoff and prevents downstream surface
water deterioration from sediment and sediment attached substances. Over irri-
gation through poor management can produce impaired water gualiry in runoff
as well as ground water through increased percolation. Chemigation with this
system allows the operator the opportunity to mange nutrients, wastewater and
pesticides. For example, nutrients applied in several incremental applications
based on the plant needs may reduce ground water contamination considerably,
compared to one application during planting. Poor management may cause pol-
lution of surface and ground water. Pesticide drift from chemigation may also be
hazardous to vegetation, animals, and surface water resources. Appropriate
safety equipment, operation and maintenance of the system is needed with
chemigation to prevent accidental environmental pollution or backflows to water
sources.

Irrigation System, Surface and Subsurface (443): A planned irrigation system
in which al necessary water control structures have been instaled for efficient
distribution of irrigation water by surface means, such as furrows, borders, con-
tour levees, or contour ditches, or by subsurface means.

Operation and management of the irrigation system in a manner which allows
little or no runoff may allow small yields of sediment or sediment-attached sub-
stances to downstream waters. Pollutants may increase if irrigation water man-
agement is not adequate. Ground water quality from mobile, dissolved chemicals
may also be a hazard if irrigation water management does not prevent deep per-
colation. Subsurface irrigation that requires the drainage and removal of excess
waterfrom the field may discharge increased amounts of dissolved substances
such as nutrients or other salts to surface water. Temperatures of downstream
water courses that receive runoff waters may be increased. Temperatures of
downstream waters might be decreased with subsurface systems rvhen excess
water is being pumped from the field to lower the water table. Downstream tem-
peratures should not be affected by subsurface irrigation during summer months
if lowering the water table is not required. Improved aquatic habitat may occur if
runoff or seepage occurs from surface systems or from pumping to lower the
water table in subsurface systems.

Chapter 1 O-1 90: 9/97




Chapter 10: Appendix 191

Irrigation System, Tailwater Recovery (447): A facility to collect, store, and
transport irrigation tailwater for reuse in the farm irrigation distribution system.

The reservoir will trap sediment and sediment attached substances from runoff
waters. Sediment and chemicals will accumulate in the collection facility by
entrapping which would decrease downstream yields of these substances.

Salts, soluble nutrients, and soluble pesticides will be collected it the runoff
and will not be released to surface waters. Recovered irrigation water with high
salt and/or metal content will ultimately have to be disposed of in an environ-
mentally safe manner and location. Disposal of these waters should be part of
the overall management plan. Although some ground water recharge may occur;
little if any pollution hazard is usually expected.

Irrigation Water Conveyance, Ditch and Canal Lining, Flexible Membrane
(428B): A fixed lining of impervious material installed in an existing or newly
constructed irrigation field ditch or irrigation canal or lateral.

Irrigation Water Conveyance, Ditch and Canal Lining, Galvanized Steel
(428C): A fixed lining of impervious material installed in an existing or newly
constructed irrigation field ditch or irrigation canal or lateral.

Irrigation Water Conveyance, Ditch and Canal Lining, Nonreinforced Con-
crete (428A): A fixed lining of impervious material installed in an existing or
newly constructed irrigation field ditch or irrigation canal or latera.

Irrigation Water Conveyance, High-Pressure, Underground, Plastic
(430DD): A pipeline and appurtenances installed in an irrigation system

Irrigation Water Conveyance, Low-Pressure, Underground, Plastic (430EE):
A pipeline and appurtenances installed in an irrigation system.

Irrigation Water Conveyance, Pipeline, Aluminum Tubing (430AA): A pipe-
line and appurtenances installed in an irrigation system

Irrigation Water Conveyance, Pipeline, Asbestos-Cement (430BB): A pipe-
line and appurtenances installed in an irrigation system

Irrigation Water Conveyance, Pipeline, Nonreinforced Concrete (430CC): A
pipeline and appurtenances installed in an irrigation system.

Irrigation Water Conveyance, Pipeline, Reinforced Plastic Mortar (430GG):
4 pipeline and appurtenances installed in an irrigation system.

Irrigation Water Conveyance, Pipeline, Rigid Gated Pipeline (430HH): A
rigid pipeline, with closely spaced gates, installed as part of a surface irrigation
system.

Irrigation Yater Conveyance, Pipeline, Stedl (430FF): A pipeline and appur-
tenances installed in an irrigation system.

Irrigation Water Management (449): Determining and controlling the rate,
amount, and timing of irrigation water in a planned and efficient manner.
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Management of the irrigation system should provide the control needed to mini-
mize losses of water, and yields of sediment and sediment attached and dissolved
substances, such as plant nutrients and herbicides, from the system. Poor man-
agement may allow the loss of dissolved substances from the irrigation system to
surface or ground water: Good management may reduce saline percolation from
geologic origins. Returns to the surface water system would increase down-
stream water temperature.

The purpose is to effectively use available irrigation water supply in managing
and controlling the moisture environ